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(a) Distribution of F1 scores (b) Distribution of Precision (c) Distribution of Recall

Figure 1: Distribution the performance of the five models used

can be observed in Figure 1c. The transformer-based models not only outperform the other models, but
their interquartile ranges are significantly smaller as well. This difference in recall score also explains
the higher F1 scores for the transformer-based models.

To summarise, CRF shows its strength in terms of precision, BERT, RoBERTa, and XLNet perform
well with regards to both recall and F1 score, with BERT usually achieving the highest performances.
The BiLSTM-CNN-CRF model acts as a trade-off between CRF and the transformer-based models.

3.3 RQ3: How does the choice of the domain influence the performance of the models?

Figure 1a shows that while different models may achieve significantly different performance, no ap-
proach yields a significant breakthrough, w.r.t the others, for the task at hand, and all leave room for
improvement. The five tested models obtained relatively stable performances, as is visible from the fact
that boxes, which represent the performance measurements of 50% of the domains, cover only a � 0.05
band around the average.
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Figure 2: Performances of the five models for every domain.

Figure 2, that plots the F1 scores for every domain (ordered by size), reveals however that all mod-
els are similarly impacted by domains: with the exceptions of the four smallest domains (left-most on
Figure 2), when one model achieves a lower performance than its overall average, all models are also
performing worse than their overall averages. We also note that the per-domain variations in performance
cannot be explained by the size of the domains (since the performance looks erratic across all domain
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sizes). Overall, the results are a clear indication that most domains are either: (a) relatively hard for
every model, or (b) relatively easy for every model. This suggests that no model manages to acquire a
massively better language understanding that would make it able to avoid the difficulties faced by the
other models, at least in the context of FG-NER.

Furthermore, the ranking of the five models is very stable across domains: given the fact that one spe-
cific model performs the best (resp. the worst) for one domain, it can reliably be predicted that this model
will also perform the best (resp. the worst) across all domains. It follows that some models do bring a
sometime incremental, but nonetheless measurable improvement over other models. Nevertheless, we
note that for the four smallest domains, the difference in performance from one model to another is more
important, and no ranking pattern is visible.

The performance variations between domains that we see in our results have also been reported in the
study by Guo et al. (2006), who investigated the stability of coarse-grained NER across domains for the
Chinese language. Notably, when trained on the sports domain, their baseline has a significantly higher
F1-score than the other domains. The same is true here, but it has to be noted that they use the classic
NER-labels, i.e., person, location, organisation, and miscellaneous, rather than domain-specific labels.

Take-Home Messages: To summarise, the transformer-based models do indeed outperform the
BiLSTM-CNN-CRF model with regards to F1 score, with BERT yielding the highest results over-
all. The simple CRF model achieved the best performance in terms of precision, while performing
the worst in terms of recall. Compared to both CRF and BiLSTM-CNN-CRF, the transformer-based
models achieved significantly higher recall scores. Furthermore, we observe significant discrepancies
when applying the models to different domains. Moreover, when a model is performing better (resp.
worse) on one domain, the other models also perform better (resp. worse). This suggests that while
transformer-based models can indeed bring significant performance improvements, their language
understanding may not be outstandingly different. Indeed, if they were clearly different, we could
have reasonably expected to note different patterns in the performance for the FG-NER task (i.e., they
would not systematically perform well/badly for the same domains).

4 Related Work

4.1 Fine-Grained Named Entity Recognition

Early efforts to develop a fine-grained approach to NER were made by Béchet et al. (2000), where they
focused on differentiating between first names, last names, countries, towns, and organisations. While
this would be considered coarse-grained by today’s standards, they do split the classical NER labels
person and location into more nuanced labels. FG-NER was first described as ”fine grained classification
of named entities” by Fleischman and Hovy (2002). They focused on a fine-grained label set for personal
names, dividing the generic person label into eight subcategories, i.e., athlete, politician/government,
clergy, businessperson, entertainer/artist, lawyer, doctor/scientist, and police. They experimented with
a variety of classic machine learning approaches for this task, and achieved promising results of 68.1%,
69.5%, and 70.4% in terms of accuracy for SVM, a feed-forward neural network, and a C4.5 decision
tree, respectively. Furthermore, Ling and Weld (2012) introduced their fine-grained entity recognizer
(FIGER), which can distinguish between 112 different labels and handle multi-label classification.

Mai et al. (2018) presented an empirical study on FG-NER prior to the rise of transformer-based mod-
els (which are the focus of our study). They targeted an English dataset containing 19 800 sentences and
a Japanese dataset which contained 19 594 sentences, dividing the named entities into 200 categories.
They compared performances for FIGER, BiLSTM-CNN-CRF, and a hierarchical CRF+SVM classifier,
which classifies an entity into a coarse-grained category before further classifying it into a fine-grained
subcategory. Furthermore, they combine some of the aforementioned methods with gazetteers and cat-
egory embeddings to further improve the performance of the models. They found that the BiLSTM-
CNN-CRF model by Ma and Hovy (2016) combined with gazetteer information performed the best for
the English language with an F1 score of 83.14% while BiLSTM-CNN-CRF with both gazetteers and
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category embeddings yielded an F1 score of 82.29%, and 80.93% without either gazetteers or category
embeddings.

4.2 The Rise of Transformers

Vaswani et al. (2017) first described the transformer model which superseded the popular LSTM model
in favour of the attention mechanism (Bahdanau et al., 2014). As transformers do not need to process
sentences in sequence, they allow for more parallelisation than LSTMs or other recurrent neural network
models. Due to this advantage, transformers have become fundamental for state-of-the-art models in
the NLP field. One early notable model that employed transformers is the Generative Pretraining Trans-
former (GPT) model (Radford et al., 2018) which outperformed state-of-the-art models in nine out of
twelve NLU tasks. Devlin et al. (2019) further revolutionised the NLP landscape by introducing BERT.
Unlike the unidirectional GPT model, BERT is a deeply bidirectional transformer model, pretrained on
the MLM and NSP tasks. Fine-tuned BERT models managed to outperform state-of-the-art models in
eleven NLP tasks, including the GLUE (Wang et al., 2018) and SQuAD (Rajpurkar et al., 2016) bench-
marks. The success of BERT led to a large variety of similar models, which were pretrained on different
datasets. Most notably, RoBERTa (Liu et al., 2019) and XLNet managed to further outperform BERT in
a large number of tasks. Specifically, Yang et al. (2019) introduced XLNet, replacing the MLM task with
a permutation-based autoregression task, effectively predicting sentence tokens in random order. XLNet
manages to outperform BERT in 20 tasks, including the GLUE, SQuAD and RACE (Lai et al., 2017)
benchmarks. Meanwhile, the RoBERTa model was trained on more data, for longer periods of time,
tweaked the MLM pretraining task, and removed the NSP task. Liu et al. (2019) reported that RoBERTa
outperforms BERT on the GLUE, SQuAD, and RACE benchmarks.

5 Threats to Validity

This study was conducted on the EWNERTC dataset (Sahin et al., 2017a) which was annotated automat-
ically. We are operating under the assumption that the annotations are accurate. However, while Sahin
et al. (2017b) conducted an evaluation for the Turkish counterpart of the dataset (TWNERTC), they did
not evaluate the English one. Nevertheless, EWNERTC is the largest publicly available dataset that we
could find and that is relevant for FG-NER studies. We further proposed to reduce the potential noise in
labelling by considering only the subset associated to top labels (cf. Section 2.1).

Performance measurements can be impacted by sub-optimal implementation of algorithms. To miti-
gate this threat, we collected the models’ implementations that were released by their original authors,
and already leveraged in previous studies, and we reused them in the settings they were designed for.

While we conducted grid searches to determine optimised hyperparameters for the CRF, BERT,
RoBERTa and XLNet models, we did not specifically optimise the hyperparameters for the the BiLSTM-
CNN-CRF model due to the induced computational costs. Furthermore, as pointed out in section 2, due
to the large number of domains, we decided against using gazetteers even though they would likely have
increased the F1-scores of the non-transformer-based models.

6 Conclusion

In this paper, we presented an empirical study of the performance of various transformer-based models
for the FG-NER task on a multitude of domains and compared them to both CRF and BiLSTM-CNN-
CRF models (which are commonly used in the literature for the NER task).

We concluded that while the transformer-based models did not manage to outperform non-transformer-
based models in terms of precision, we observed a consistent increase in recall and F1 scores in most
domains. We noticed, however, significant differences in performance for a selection of domains that
could not be explained by the size of the respective datasets. This study yields the main insight that
while transformer-based models can indeed bring significant performance improvements, they do not
necessarily revolutionise the achievements in FG-NER to the same extent they did in other NLP tasks.
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