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Abstract. With the momentum of conversational Al for enhancing client-
to-business interactions, chatbots are sought in various domains, includ-
ing FinTech where they can automatically handle requests for opening/-
closing bank accounts or issuing/terminating credit cards. Since they are
expected to replace emails and phone calls, chatbots must be capable to
deal with diversities of client populations. In this work, we focus on the
variety of languages, in particular in multilingual countries. Specifically,
we investigate the strategies for training deep learning models of chatbots
with multilingual data. We perform experiments for the specific tasks of
Intent Classification and Slot Filling in financial domain chatbots and
assess the performance of mBERT multilingual model vs multiple mono-
lingual models.

Keywords: Chatbots - Multilingualism - Intent Classification - Slot Fill-
ing.

1 Introduction

Chatbots usually operate in a single language depending on where they are de-
ployed (e.g., a chatbot for a British bank will only handle requests written in
English). While deploying a single monolingual chatbot is usually sufficient in
countries where the entire population speaks one language, this strategy presents
challenges in multilingual areas where people do not necessarily speak the same
language at a high level. In multilingual countries, such as Switzerland, Luxem-
bourg, India, South Africa, etc. with two or more national languages, companies
and banks need to be able to communicate with their clients in the language of
the latter’s choosing in order to stay competitive. The same holds true for client
support chatbots, which have to support multiple languages to stay viable in a
multilingual environment. This requirement presents a challenge as companies
have to decide on a strategy for implementing a multilingual chatbot system.
Two such strategies are as follows: (S1) For n languages, employ n chatbots, each
of which is trained to handle requests in a single language. (S2) For n languages,
employ one chatbot which is trained using data written in n languages. There are
some immediate advantages for training a chatbot using mixed-language data as
one would have to train only a single chatbot and maintain only one database
as opposed to multiple. However, it is unclear how the performance of a singular
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multilingual chatbot (S2) compares to a combination of multiple monolingual
chatbots (S1). In this paper, we explore these two strategies for chatbots in a
multilingual environment. Specifically, we investigate the performance of S1 and
S2 on two tasks that represent fundamental blocks for chatbot systems: Intent
Classification (IC), which is the task of identifying a user’s intent based on a
piece of text, and Slot Filling (SF), the task of identifying attributes that are
relevant to a given intent. For this study, we use the Rasa chatbot framework,
which uses the Dual Intent and Entity Transformer Classifier [2] for both the IC
and SF tasks. Furthermore, we compare two techniques for text representation,
namely bag-of-words (BOW) and multilingual BERT (mBERT) [5].

We aim to answer the following research questions:

— RQ1: How does the distribution of data samples per language influence the
performance of multilingual chatbots?
— RQ2: How do S1 and S2 compare in terms of Intent Classification and Slot

Filling?

For this study, we use a novel dataset for IC and SF in the financial domain,
which we name the Banking Client Support (BCS) dataset. We also use the
MultiATIS++ dataset published by Xu et al. [11].

This paper is structured as follows: In Section [2] we explain the datasets
we use, the chatbot framework, and give a detailed description for S1 and S2.
In section [3] we present the results of our experiments, answer the research
questions, and show the merits of multilingual chatbots. Section 4] shows various
papers related to this study, and we finally conclude our findings in Section

2 Experimental Setup

2.1 Datasets

For this study, we use two multilingual datasets to evaluate the performance
of multilingual chatbots. We created one dataset for client support bots in the
banking domain as there are no public datasets available to the best of our
knowledge. We also use a multilingual version of the well-known ATIS dataset
to verify the results using a larger dataset.

Banking Client Support Dataset: The first dataset (which we refer to as
banking client support dataset (BCS) throughout this paper) is based on a toy
dataset provided by Rasaﬂ The original dataset contains 337 samples divided
into 15 intents. We removed three of the intents together with 93 samples as they
seemed too vague (inform) or were not directly related to the banking domain
(help&human_handoff ), and added 763 samples and introduced 16 new intents,
resulting in 1003 samples across 28 intents with each intent being distributed
quite equally. The intents cover basic conversational phrases such as greet or
affirm and requests specific to the banking domain such as make_bank_transfer,
block_card or search_atm. Additionally, the set contains 253 entities, divided into

! https://github.com/RasaHQ/financial-demo
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6 unique entity types such as account_type or credit_card_type. We then trans-
lated the dataset into three languages (German, French and Luxembourgish)
with Google Translate and manually corrected translation errors, resulting in a
total of four distinct, but parallel datasetsﬂ For this study, we use these four
base datasets to construct mixed-language datasets containing equal numbers of
samples from the base datasets, e.g., the English-French dataset consists of 50%
English samples and 50% French data samples. There are 11 possible language
combinations: six combinations with two languages, four with three languages,
and one combination with all four languages, which gives us a total of 15 different
datasets containing varying numbers of languages.

MultiATIS++ Dataset: The second dataset is based on the popular Air-
line Travel Information System (ATIS) dataset [4]. The original dataset contains
a total of 5871 sentences divided into 26 intents. Furthermore, it contains 19 356
samples for slot filling, divided into 128 slot types. MultiATIS++ is a multilin-
gual version of ATIS created by Upadhyay et al. [§] and Xu et al. [I1]. For this
study, we use the English, German and French versions of the MultiATIS++
dataset. Furthermore, we reduced the number of intents by removing intents
with fewer than five samples, resulting in a total of 5860 sentences divided into
17 intents. It is to note that the distribution of the intents is highly imbalanced
with 73.6% of the samples having the intent atis_flight. There are four possible
language combinations, resulting in a total of seven datasets.

2.2 Chatbot framework Used in this Study

Rasa: Bocklisch et al. introduced the Rasa NLU and Rasa Core tools [2], with
the objective of making a framework that is more accessible for creating con-
versational software. The modular design of a chatbot made with Rasa allows
to swap out configuration files and training data. For this study, we created
two different configurations: (C1) a bag-of-words (BOW) pipeline consisting
of a WhitespaceTokenizer, RegexFeaturizer, LexicalSyntacticFeaturizer, and a
CountVectorsFeaturizer. (C2) an mBERT pipeline which consists of the HF-
TransformersNLP model initializer using the cased multilingual BERT-base as
its pretrained model as well as its accompanying tokenizer and featurizerﬂ
mBERT: For this study, we will use the multilingual BERT [5] (mBERT) model
as our datasets contain texts written in English, French, German, and Luxem-
bourgish. However, as the number of Wikipedia articles varies greatly for every
language of mBERT, there are significant disparities between the datasets used
to train the different language components. Specifically, the English dataset is
the largest with around 6 million articles, the German and French datasets have
comparable sizes with 2.5 and 2.2 million articles respectively, and the Luxem-
bourgish dataset is the smallest with only 59000 articles.

For this study, we use the cased mBERT model with 12 transformer blocks,
768 hidden layers, attentions heads and 110 trainable parameters provided by
Devlin et alJE [5].

% Available at https://github.com/Trustworthy-Software/BCS-dataset
3 Further information on Rasa models: https://rasa.com/docs/rasa/components,.
4 |nttps://github.com/google-research /bert /blob/master /multilingual.md
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2.3 Implementation Strategies

S1: Pseudo-multilingual Chatbots For each monolingual dataset, we train
two chatbots: one using an mBERT model, and one without. By combining
a language-selector (LS) and monolingual chatbots, we can create pseudo -
multilingual chatbots. This allows us to directly compare the performance be-
tween monolingual chatbots and multilingual chatbots. For the LS, we use langicﬂ
S2: Multilingual Chatbots Based on the monolingual datasets, we construct
mixed-language datasets. For every language combination, we extract a stratified
subset from each monolingual dataset and combine them to create multilingual
datasets. For each of these new datasets, we train two multilingual chatbots, one
using a BOW model, and one using an mBERT model.

3 Experimental Results

In this section, we will answer the two research questions that we formulated for
this study (cf. Section [1f) as well as discuss the results in Section 3.5.

3.1 RQ1: How does the distribution of data samples per language
influence the performance of multilingual chatbots?

In order to answer this question, we create chatbots trained on bilingual datasets,
vary the distribution of both languages in the sets, and evaluate their perfor-
mance on various test sets. Specifically, we train 11 chatbot models on 11 mixed-
language datasets where dataset 0 contains 0% samples from language A and
100% samples of language B, dataset 1 contains 10% samples of language A,
90% samples of language B, etc. These models are tested on three test sets: (1)
a monolingual test set containing samples from language A, (2) a test set con-
taining samples from language B, (3) a stratified test set containing an equal
number of samples from both languages A and B.

Intent Classification Fig.[I|shows the performances of three language combi-
nations in terms of F1 score. These combinations are: English/French (En/Fr),
French/German (Fr/De) being two languages that are very dissimilar in terms
of syntax and vocabulary, and German/Luxembourgish (De/Lb) being syntacti-
cally very similar. When varying the distribution of per-language data samples,
we can make several observations: (1) when tested on a monolingual test set, we
tend to observe very low performances if the training set does not contain the
tested language at all, while we can see very high performances for the oppo-
site case. This performance drop is less apparent for the De/Lb combinations
(cf Fig. [Id and Fig. [Lf). Furthermore, the Fr/De combinations (cf Fig. and
Fig. show the highest performance drop for these extreme cases. (2) When
testing on the mixed-language test set, we can observe comparable performances
for every training set, except for the models that were trained on monolingual
training sets. (3) Models that are trained on sets containing 50% samples from
each language tend to perform similarly for each test set. When performing the
same experiment on the MultiATIS++ dataset, we observed that the perfor-
mance remained stable except for the models trained on monolingual data.

% lhttps://github.com/saffsd /langid.py


https://github.com/saffsd/langid.py

Comparing MultiLingual and Multiple MonoLingual Models 5

o o .
. o . . . o o @ ° 3 __ * o o
0.75 o ® 0.75 N ) 0.75 3 ] L -
. :
.
L]
0.50 0.50 0.50
0.25 0.25 0.25
0.00 0.00 I 0.00
0.00 0.25 0.50 0.75 1.00 0.00 0.25 0.50 0.75 1.00 0.00 0.25 0.50 0.75 1.00
@ English W French Mixed @ French W German Mixed ® German W Luxembourgish Mixed
(a) En/Fr BOW (b) Fr/De BOW (c) De/Lb BOW
1.00 1.00 1.00
° ) .
PRI o
075 R R 0.75 S ] 2 075 +
© . | B T S Bammmate
HERE
. L] " ° [ ] -
0.50 0.50 L2 0.50 °
0.25 0.25 0.25
0.00 0.00 0.00
0.00 0.25 0.50 0.75 1.00 0.00 0.25 0.50 0.75 1.00 0.00 0.25 0.50 0.75 1.00
® English W French Mixed ® French W German Mixed ® German M Luxembourgish Mixed
(d) En/Fr mBERT (e) Fr/De mBERT (f) De/Lb mBERT

Fig. 1: Evolution of the F1 score for bilingual chatbots for IC task when varying
the distribution of data samples per language. The horizontal line represents the
performance of the LS4+monolingual chatbots models.

Slot Filling For the task of slot filling, we can make similar observations as we
did for IC: very high and low performances for chatbots that were trained on
monolingual datasets, with less noticeable drops for the German/Luxembourgish
language combinations. When tested on the mixed test sets, most models perform
similarly well except for the monolingual ones. It is to note that this performance
drop is smaller for the SF task than it is for the IC task.

When performing the same experiment on the MultiATIS++ dataset, the
performance of the models fluctuated only slightly except for the models trained
on monolingual data.

RQ1 Answer: There is a noticeable drop in performance if a language is
absent from the training set. A 50/50 split in the training set tends to lead
to the highest performances on the mixed-language test sets.

3.2 RQ2: How do S1 and S2 compare in terms of Intent
Classification and Slot Filling?

In order to answer this question, we reuse the bilingual chatbot models that were
trained on the datasets which contain 50% data samples from each language (S2)
and compare their performance to pseudo-bilingual chatbots (S1).

Table [1] compares F1 scores for pseudo-bilingual chatbot models and bilin-
gual chatbot models for the IC task. Our results show that the combination of a



6 C. Lothritz et al.

language selector and two monolingual chatbots yields higher performances with
regard to every performance measure used. It is to note that the English/French
variant is an exception to the rule as the model with the S2 strategy significantly
outperforms the S1 model. This trend can be observed for both the chatbot mod-
els with an mBERT and the ones with a BOW model. The performance differ-
ences between S1 and S2 models with mBERT are usually larger when compared
to the performance differences between the models that do not use pretrained
models. Furthermore, the models based on BOW consistently outperform the
models with mBERT by several percentage points.

Table [2] shows the results of the same task on the MultiATIS++ datasets.
In contrast to the BCS sets, the results are in favour of the S2 strategy. When
comparing the MCC scores, we observe that the performance of the bilingual
models either exceeds or matches that of the combinations of LS+monolingual
chatbots.

BOW mBERT

Bilingual LS + Monolingual Bilingual LS + Monolingual
Prec |Rec |F1 Prec |Rec |F1 Prec |Rec |F1 Prec |Rec |F1
En/Fr [/0.851]0.835]0.833(|0.864|0.805(0.823 |||0.779(0.753|0.745({0.830|0.771{0.791
En/De||0.810]0.801]0.797 ||0.867|0.835|0.843 |||0.744|0.708|0.706||0.796|0.766|0.769
En/Lb||0.807|0.797]0.794 ||0.845|0.810|0.819 |||0.712]0.679|0.676||0.747|0.697|0.703
Fr/De [|0.787|0.764]0.761 ||0.835|0.788|0.796 |||0.691|0.664|0.654||0.800|0.753|0.763
Fr/Lb [/0.805|0.780[0.778 ||0.824|0.777|0.787 |||0.703]0.677|0.662||0.728|0.674|0.679
De/Lb||0.794]0.788]0.783 ||0.826|0.784|0.797 |||0.668|0.640|0.638||0.725|0.678|0.683
Table 1: Test results for bilingual chatbots (S2) vs monolingual chatbots with
language selector (S1) on Intent Classification task on BCS set.

BOW mBERT
Bilingual LS + Monolingual Bilingual LS + Monolingual
Prec |[Rec |F1 |MCC ||Prec [Rec |F1 |MCC ||Prec |[Rec |F1 |MCC ||Prec [Rec [F1 |MCC
En/Fr [|0.973]0.967]0.969]0.929(/0.976]0.961|0.967]0.914 [|0.971[0.970(0.97 ]0.941/0.979[0.968|0.973|0.929
En/De||0.977|0.974]0.975/0.942(|0.930|0.966|0.968|0.924 |/0.973|0.972]0.972|0.937||0.978|0.972(0.974|0.937
Fr/De ||0.964|0.959/0.961|0.911 ||0.971|0.962|0.966|0.916(/0.974]|0.97 |0.971|0.933|(0.974|0.965|0.968|0.922

Table 2: Test results for bilingual chatbots(S2) vs monolingual chatbots with
language selector(S1) on Intent Classification task on MultiATIS++ set

In order to determine if pseudo-bilingual (S1) significantly outperform bilin-
gual (S2) models, we perform a Wilcoxon test for both strategies over every
dataset used. We find that the differences in performance for mBERT models
are indeed significant, but in the case for BOW models, only the difference in
precision is clearly significant.

For the SF task. We generally see better results for the mBERT model. Simi-
larly to the IC task, the combination of monolingual chatbots and a language se-
lector almost consistently outperforms the chatbots trained on bilingual datasets
by a large margin. This is true for both the BCS and the MultiATIS++ datasets.
We once again determine statistical significance of the obtained results through
a Wilcoxon test. The resulting p-values show that the performance differences
are significant except for recall and F1 score for the BOW models.

RQ2 Answer: In most cases, S1 performs better than S2, with IC on Mul-
tiATIS++ being a notable exception.
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3.3 Discussion

When using a small dataset, the results of the conducted experiments are gen-
erally in favour of strategy S1 and by a significant margin. This is true for both
the IC and the SF tasks. The results are less conclusive when training the chat-
bots on the larger MultiATIS++ dataset. For the IC task, neither strategy is
consistently outperforming the other. On the other hand, strategy S1 is superior
regardless of the dataset as it outperforms S2 for the BCS dataset as well as the
MultiATIS++ dataset. The performances of the investigated models were signif-
icantly dependent on the task. While BOW-models generally performs better for
the IC task, mBERT-models seems to be the favourable choice for the SF task,
as strategy S1 with mBERT generally largely outperformed the BOW-models
when compared directly.

4 Related Work

Multilingual IC and SF: Previous multilingual text classification systems are
usually based on two different approaches: (1) machine translation systems that
translate training data into the target language [10] or (2) parallel corpora that
are used to learn embeddings jointly from multiple languages [6]. Such crosslin-
gual embeddings prove useful for binary classification tasks such as sentiment
classification [I2I13] and churn intent detection [I]. Abbet et al. [I] use multilin-
gual embeddings for the task of churn intent detection in social media. They show
that bilingual embeddings trained on an English and German dataset outper-
form monolingual embeddings for this binary IC task. Furthermore, they show
that models trained on social media data can be applied to chatbot conversations
as well. Schuster et al. [7] evaluate three methods for multilingual IC and SF,
namely translating the training data into the target language, using pretrained
crosslingual embeddings, and using a novel pretrained translation encoder to
generate embeddings.

Multilingual Datasets: One major challenge for multilingual IC and SF is
the lack of textual data in languages other than English. Schuster et al. created
a dataset containing 57 000 utterances divided into three languages [7]: 43 000
utterances in English, 8600 in Spanish and 5000 in Thai. Their data is annotated
for 12 intent types, and 11 slot types in total. They use their dataset to evaluate
various crosslingual transfer methods for IC and SF. The ATIS dataset [4] is
one of the most popular datasets for IC and SF. Originally available only in En-
glish, it was partially translated into Hindi and Turkish [9], creating MultiATIS.
Xu et al. further extended MultiATIS to six more languages [I1], resulting in
MultiATIS++, consisting of nine versions of the original ATIS dataset. Datasets
related to banking are difficult to find as most of them are proprietary [3], making
our BCS dataset one of the few public datasets related to that domain.

5 Conclusion

In this paper, we presented a study on multilingual chatbots, specifically on the
Intent Classification and Slot Filling tasks.

We compared two implementation strategies and two embedding techniques.
We noticed that training a chatbot on mixed-language data decreases the overall
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performance. We concluded that, in the case of two languages, the combination
of a language selector and two monolingual chatbots (S1) usually outperforms
chatbots that are directly trained on bilingual datasets (S2). While the BOW
models almost consistently outperform the mBERT models in the Intent Clas-
sification tasks, the mBERT models usually perform better in the Slot Filling
tasks when using the S1 strategy.
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