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Abstract

Despite the widespread use of pre-trained mod-
els in NLP, well-performing pre-trained models
for low-resource languages are scarce. To ad-
dress this issue, we propose two novel BERT
models for the Luxembourgish language that
improve on the state of the art. We also present
an empirical study on both the performance and
robustness of the investigated BERT models.
We compare the models on a set of downstream
NLP tasks and evaluate their robustness against
different types of data perturbations. Addi-
tionally, we provide novel datasets to evaluate
the performance of Luxembourgish language
models. Our findings reveal that pre-training a
pre-loaded model has a positive effect on both
the performance and robustness of fine-tuned
models and that using the German GottBERT
model yields a higher performance while the
multilingual mBERT results in a more robust
model. This study provides valuable insights
for researchers and practitioners working with
low-resource languages and highlights the im-
portance of considering pre-training strategies
when building language models.

Keywords: Low-resource languages, Luxem-
bourgish, LuxemBERT, Downstream NLP tasks,
Language models, Pre-training, GottBERT, BERT

1 Introduction

The introduction of BERT models in 2018 (De-
vlin et al., 2019) was a crucial milestone for the

NLP community. The ability to fine-tune an al-
ready pre-trained BERT model mitigated the need
for specialised model architectures for given tasks.
Despite the emergence of better-performing archi-
tectures in recent years, fine-tuning BERT models
continues to be a popular approach for numerous
NLP tasks in industrial settings.

While highly performing pre-trained BERT
models are readily available for widely spoken
languages, they are comparably scarce for low-
resource languages due to the amount of data nec-
essary to pre-train adequate models. In fact, we
determined that the number of languages for which
a pre-trained BERT model is available on Hug-
gingface1 is less than 150, with many of them sup-
ported only through multilingual models such as
multilingual BERT (mBERT) (Devlin et al., 2019)
and XLM-RoBERTa (Conneau et al., 2019). These
multilingual models provide a viable alternative,
but monolingual models can outperform them if
sufficient pre-training data is available, as shown
by Wu and Dredze (2020).

Several factors can influence the quality of a
language model (LM), such as the size of the pre-
training corpus, which can be increased through
data augmentation techniques (Hedderich et al.,
2020). The configuration of the model architec-
ture can also be varied to improve performance, as
highlighted by Wu and Dredze (2020). Another ap-

1https://huggingface.co/models

https://huggingface.co/models


proach to enhance the performance of a language
model is to choose whether to pre-train the LM
from scratch or to pre-load the weights from an
existing model and continue the pre-training us-
ing data from the target language, as discussed in
(Muller et al., 2021). These considerations are im-
portant when working with low-resource languages
as they can greatly impact the quality of the pre-
trained models.

In this study, we focus on Luxembourgish, a
low-resource language spoken primarily in Luxem-
bourg by nearly 600 000 people worldwide. We
investigate the impact of pre-training a pre-loaded
LM versus using pre-training from scratch, as well
as the impact of pre-loading a monolingual versus
a multilingual pre-trained model.

The contributions of this study are threefold: (a)
We propose two novel BERT models for the Lux-
embourgish language that improve on the state of
the art. These models are trained on a large corpus
of Luxembourgish text and are able to capture the
unique characteristics of the language. (b) We also
present an empirical study on both the performance
and robustness of the investigated BERT models.
This study compares the models on a set of down-
stream NLP tasks and evaluates their robustness
against different types of data perturbations. (c)
Additionally, we provide novel datasets to evaluate
the performance of Luxembourgish language mod-
els. These datasets are specifically designed for the
Luxembourgish language and are not available in
previous studies, which will be useful for future
research in this field.

2 Approach

In this section, we describe the creation of the two
novel BERT models that we pre-trained for this
study: Lb_mBERT and Lb_GottBERT. 2

2.1 Pre-loaded Models

As mentioned in Section 1, we set out to com-
pare pre-loading a multilingual and a monolingual
BERT model. Our models of choice are the multi-
lingual mBERT and the German GottBERT model
which we pre-train on a corpus of 12 million sen-
tences.

2Our final models are available at https://huggingface.
co/lothritz/Lb_mBERT and https://huggingface.co/
lothritz/Lb_GottBERT

2.1.1 mBERT
Created by Devlin et al. (2019), mBERT is a
multilingual BERT model trained on 104 lan-
guages. Specifically, the model was pre-trained
on Wikipedia articles, including the Luxembour-
gish Wikipedia, which contained 59 000 articles.
mBERT contains 12 transformer blocks, 768 hid-
den layers, 12 self-attention blocks, and 110 mil-
lion trainable parameters, as well as a vocab size
of 105 879 WordPiece tokens, 100 of which are
unused. Our first model uses mBERT as its starting
point and is appropriately named Lb_mBERT. We
adapt the vocab file by replacing the unused tokens
with the 100 most common ones in our pre-training
corpus. We then train the model for 10 epochs on
the Masked-Language-Modeling task (MLM) with
a masking probability of 15%.

2.1.2 GottBERT
Luxembourgish is a West Germanic language orig-
inating from a Moselle Franconian dialect (Gilles,
2022). As such, Luxembourgish and German are
closely related. Indeed, both languages are similar
in terms of vocabulary and structure (Lothritz et al.,
2022). Due to these similarities, we choose the
German GottBERT model (Scheible et al., 2020)
as a pre-loaded model to create Lb_GottBERT. Got-
tBERT was pre-trained on the German part of the
OSCAR corpus (Ortiz Suárez et al., 2020) consist-
ing of nearly 459 million sentences. Its vocab file
consists of 52 009 WordPiece tokens. As none of
these tokens are unused, we cannot modify the vo-
cab file. Similarly to the training of Lb_mBERT,
we pre-train the model for 10 epochs on the MLM
task with a masking probability of 15% using the
same pre-training corpus.

2.2 Pre-training Corpus
In order to pre-train our models, we use the cor-
pus built by (Lothritz et al., 2022) which consists
of 12 million sentences, 6 million of which are
written in Luxembourgish. The used corpus in-
cludes data from the Luxembourgish Wikipedia,
the Luxembourgish news site rtl.lu, and the Leipzig
Wortschatz corpus (Goldhahn et al., 2012). The re-
maining 6 million consist of augmented data result-
ing from a novel data augmentation scheme based
on partial translation. As Luxembourgish is very
closely related to the German language in terms of
structure and vocabulary, the authors used a Ger-
man dataset made up of Wikipedia articles that they
partially translate to Luxembourgish. Specifically,

https://huggingface.co/lothritz/Lb_mBERT
https://huggingface.co/lothritz/Lb_mBERT
https://huggingface.co/lothritz/Lb_GottBERT
https://huggingface.co/lothritz/Lb_GottBERT


they used a predetermined set of non-ambiguous
and common words to translate a significant portion
of their supplementary German data to Luxembour-
gish.

3 Experimental Setup

In this section, we list our research questions for
this study and describe the setup of experiments
we perform to answer these questions. For our ex-
periments, we consider six pre-trained language
models finetuned on eight NLP tasks: Part-of-
Speech (POS) tagging, Named Entity Recognition
(NER), Intent Classification (IC), News Classifica-
tion (NC), Winograd Natural Language Inference
(WNLI), Sentence Negation (SN), Sentiment Anal-
ysis (SA), and Recognizing Textual Entailment
(RTE). Furthermore, when applicable, we apply
four perturbation techniques to our test sets: nega-
tion, name replacement, location replacement, and
synonym replacement.

3.1 Research Questions

We address the following research questions:
RQ1. Which model yields the highest per-

formance on downstream NLP tasks? In this
research question, we aim to evaluate and compare
the performance of different language models on a
set of downstream tasks such as news classification,
named entity recognition, part-of-speech tagging,
etc. The goal is to identify the model that performs
the best across all tasks or a specific set of tasks.
RQ2. How robust are the models against data
perturbation? In this research question, we aim
to evaluate the robustness of the models against
different types of data perturbations, namely: nega-
tion, name replacement, location replacement, and
synonym replacement. The goal is to understand
how well the models can handle these variations in
input data and identify the model that is the most
robust.

3.2 Baseline Models

In this section, we present the various BERT mod-
els we investigated for this study. Most of the mod-
els were pre-trained on Luxembourgish data. Ta-
ble 1 shows an overview of the differences between
each model.

3.2.1 mBERT & GottBERT
We use the original versions of both mBERT and
GottBERT without additional pre-training as two

of our baseline models. This allows us to deter-
mine the impact of our pre-training corpus on each
respective model. While mBERT was partially
trained on Luxembourgish Wikipedia articles, Got-
tBERT was trained exclusively on German data.
As such, we expect mBERT to yield better perfor-
mances on the downstream tasks.

3.2.2 LuxemBERT
(Lothritz et al., 2022) published a Luxembourgish
BERT model made from scratch trained on the 12
million sentences described in Section2.2. Its archi-
tecture is made up of 12 transformer blocks, 768
hidden layers, 12 self-attention blocks, and 110
million trainable parameters, as well as a vocab
size of 30 000 WordPiece tokens. It was trained
on the MLM task for 10 epochs with a masking
probability of 15%. They found that LuxemBERT
improved upon mBERT’s performance for numer-
ous tasks. Following that, we expect it to outper-
form both mBERT and GottBERT in most of our
experiments.

3.2.3 DA BERT
DA BERT was created by Olariu et al. (2023) and
was trained on the same 6 million Luxembourgish
sentences as LuxemBERT. Similarly to Luxem-
BERT, it was pre-trained from scratch, and has
a similar architecture to LuxemBERT: 12 trans-
former blocks, 768 hidden layers, 12 self-attention
blocks, and 110 million trainable parameters. The
vocab size is also identical with 30 000 tokens.
However, contrary to LuxemBERT, the 6 million
remaining sentences were not translated from a
different language. Instead, they employed classi-
cal data augmentation techniques to create more
data. Specifically, they replaced words in the origi-
nal dataset while preserving the original meaning
of the original sentences. The word replacements
consisted of synonym replacements, named entity
replacements, and modal verb replacements. They
found that the performance of their new model is
similar to that of LuxemBERT. As such, we also
expect its performance in our experiments to be
comparable to that of LuxemBERT.

3.3 Downstream Tasks

For this study, we consider eight downstream tasks.
In addition to the five tasks introduced in Lothritz
et al. (2022) (POS-tagging, Named Entity Recogni-
tion, Intent Classification, News Classification, and
WNLI), we also investigate Sentence Negation, the



mBERT GottBERT LuxemBERT DA BERT Lb_mBERT Lb_GottBERT
Pre-training NAP NAP from scratch from scratch from mBERT from GottBERT

Authentic Lb Data No No Yes Yes Yes Yes
Translated De Data No No Yes No Yes Yes
Augmented Lb Data No No No Yes No No

Table 1: Differences in pre-training scheme and data for each investigated model. (NAP = no additional pre-training)

Recognizing Textual Entailment task, and Senti-
ment Analysis, which we describe in the following
section.3

3.3.1 Part-of-Speech Tagging
Part-of-Speech (POS) tagging task is a classical
sequence-to-sequence task. The objective is to cate-
gorise each word in a sentence into its correct gram-
matical class such as noun or verb. This dataset
is made up of nearly 5500 sentences from Luxem-
bourgish news articles and words are categorised
into 15 different classes (Lothritz et al., 2022).

3.3.2 Named Entity Recognition
Similarly to POS-tagging, Named Entity Recog-
nition (NER) is a common sequence-to-sequence
task aimed to detect proper names in text. The
raw dataset for this task is the same as the one for
POS-tagging, and covers the labels person, geopo-
litical entity, (natural) location, organisation, and
miscellaneous (Lothritz et al., 2022).

3.3.3 Intent Classification
Intent Classification (IC) is a crucial task for digital
assistants and chatbot, concerned with detecting
the underlying intent of a user’s message. For this
study, we use the Banking Client Support dataset
introduced in Lothritz et al. (2021). The dataset
contains nearly 1000 samples divided into 28 in-
tents for the banking domain.

3.3.4 News Classification
News Classification (NC) is a popular text clas-
sification task in NLP. As the name implies, the
objective is to categorise news articles into given
types of news. This set consists of nearly 10 000
news articles divided into eight labels. (Lothritz
et al., 2022)

3.3.5 Winograd Natural Language Inference
Being part of the GLUE benchmark collec-
tion (Wang et al., 2018), the Winograd Natural
Language Inference (WNLI, Levesque et al., 2012).

3Our datasets are available at https://github.com/
Trustworthy-Software/LuxemBERT

Given a sentence pair A and B, where A contains at
least one pronoun and B replaces the pronoun, the
task consists of determining whether or not A en-
tails B. For this study, we use a translated version
of the dataset (Lothritz et al., 2022), containing
nearly 800 sentence pairs.

3.3.6 Sentence Negation
The Sentence Negation task consists of changing
the polarity of a given sentence. Specifically, the
objective is to correctly place the word "net"4 in
order to turn the sentence negative. For this task,
we only consider sentences that are fewer than 15
words long. The dataset consists of a subset of
the Luxembourgish portion of the Leipzig Corpora
Collection (Goldhahn et al., 2012)5, which was not
used to pre-train either of our models. We extract
all the sentences containing the word "net" and turn
them into a labelled dataset accordingly. The result-
ing training, validation, and test sets contain 33975,
2171, and 10095 sentences, respectively. The word
"net" is at position 3 in most sentences (14.52% of
the dataset), while it is at position 13 in the fewest
cases (0.5%). It is to note, that there are multiple
ways to negate sentences in the Luxembourgish
language, with slightly different meanings depend-
ing on the position of the word "net". As such, a
model’s prediction may be considered false in our
experiments despite producing a correctly negated
sentence.

3.3.7 Recognizing Textual Entailment
The Recognizing Textual Entailment (RTE) task
was introduced by Haim et al. (2006) and was
added to the GLUE benchmark collection (Wang
et al., 2018) for evaluating the performance of lan-
guage models. Given a sentence pair A and B,
the objective is to determine whether or not B is
entailed by A. As there is currently no Luxembour-
gish version for this task, we translated the original
version to Luxembourgish using the googletrans
API.6 The final dataset contains translation errors,

4The Luxembourgish word for "not"
5https://wortschatz.uni-leipzig.de/en/download/Luxembourgish
6https://pypi.org/project/googletrans/

https://github.com/Trustworthy-Software/LuxemBERT
https://github.com/Trustworthy-Software/LuxemBERT


but it is serviceable for our experiments as the data
is the same for each of our models. However, we
would not advise to use this dataset for commercial
use without revising the text. The training, vali-
dation, and test sets contain 2490, 277, and 801
sentences, respectively. 51% of the sentence pairs
are examples for textual entailment while 49% are
not.

3.3.8 Sentiment Analysis
Sentiment Analysis is a classic NLP problem con-
sisting of determining whether a given sentence is
positive, negative, or neutral. For this study, we
use two different datasets: SA1 and SA2. SA1 is a
dataset of Luxembourgish user comments collected
from the news website RTL7 that was manually
annotated with the labels positive, negative, and
neutral. The training, validation and test sets con-
tain 1293, 188, and 367 samples, respectively. 12%
of the samples are labelled positive, 34% negative,
and 54% are neutral.8 SA2 is a subset of the SST-2
dataset (Socher et al., 2013) which we automati-
cally translated to Luxembourgish using Google
Translate.

Unlike the SA1 dataset, it has binary labels: pos-
itive and negative. SA2’s training, validation, and
test sets contain 9646, 872, and 2360 samples, re-
spectively. 55% of the samples are labelled positive
and 45% negative.

3.4 Finetuning Parameters
Devlin et al. (2019) recommends choosing hyper-
parameters for batch size, learning rate, and num-
ber of training epochs from the following ranges:
rangebatch size={16,32}, rangelearning rate={2e-
5, 3e-5, 5e-5}, and rangeepochs={1,2,3,4,5}. For
the POS, NER, IC, NC, and WNLI tasks, we reuse
the same parameters from Lothritz et al. (2022),
for the remaining tasks, we perform a grid search
using the original LuxemBERT model to find the
best-performing configuration of parameters. Ta-
ble 2 shows the chosen hyperparameters for each
task. We finetune each of our models on the same
sets of hyperparameters.

3.5 Perturbation Techniques
In order to evaluate the robustness of our models,
we investigate three perturbation techniques, some
of which are described by Ribeiro et al. (2020): sen-
tence negation, entity replacement, and synonym

7www.rtl.lu
8We make the dataset available on request

replacement. For this study, we conduct our exper-
iments as follows: we train our models on unper-
turbed training and validation sets, and then test
them on both the unperturbed and the perturbed
test sets, allowing us to determine the robustness
of our models to each perturbation technique. Due
to the nature of our tasks, we cannot apply each
perturbation technique to every test set. Table 3
shows an overview of the techniques we use.

3.5.1 Negation

As described in Section 3.3.6, the aim of sentence
negation is to turn a given sentence into a negative.
By applying sentence negation to the sentiment
analysis, we can change the polarity of sentences,
turning positive sentences into negative ones and
vice versa. Furthermore, we can apply the tech-
nique to RTE by negating one sentence of each en-
tailment pair in the test set. This approach will turn
an entailment sentence pair into a not_entailment
pair.

3.5.2 Entity Replacement

Entity Replacement describes replacing proper
names such as person’s or location names in the
datasets. Intuitively, changing names should not
alter the meaning of sentences in our datasets, so
the predictions of the models should remain the
same regardless of the test set we use. For this
study, we focus on replacing first names as well
as location names as they are the most common
types of names in our datasets. Specifically, we
replace names in each sentence in our test sets by
a randomly chosen one from the same list of first
names that was used to augment the pre-training
data for DA BERT (Olariu et al., 2023). In order
to maintain consistency, we ensure that identical
names in the datasets are all mapped to the same
names during the replacement.

3.5.3 Synonym Replacement

As the name implies, for the synonym replacement
perturbation, we replace words in the test set by a
randomly selected synonym. Specifically, we re-
place 0 or 1 synonym in each sentence in each of
our test sets. Similarly to entity replacement, this
kind of perturbation technique should not change
the meaning of a given sentence and thus not mod-
ify the prediction of a model. For this, we use the
same synonym dictionary that was used to augment
the pre-training corpus for DA BERT.

www.rtl.lu


Task POS NER IC NC WNLI SN RTE SA1 SA2
batch size 16 16 16 16 16 16 16 16 16
learning rate 5e-5 5e-5 5e-5 2e-5 5e-5 5e-5 5e-5 3e-5 5e-5
# epochs 3 3 5 2 5 4 4 2 2

Table 2: Fine-tuning hyperparameters for each investigated task

PT POS NER IC NC WNLI SN RTE SA1 SA2
Negation ✗ ✗ ✗ ✗ ✗ ✗ ✓ ✓ ✓

Name replacement ✗ ✗ ✗ ✗ ✗ ✓ ✓ ✓ ✓
Location replacement ✗ ✗ ✗ ✗ ✗ ✓ ✓ ✓ ✗

Synonym replacement ✗ ✗ ✗ ✗ ✗ ✓ ✓ ✓ ✓

Table 3: Applicability of the perturbation techniques

4 Experimental Results

In this section, we will present the detailed results
from our experiments. Table 4 shows the aver-
age performance of each model on each task us-
ing the original test sets in terms of F1 score. Ta-
ble 5 displays the performances on original and
perturbed test sets of each model fine-tuned on Sen-
tence Negation, RTE, and Sentiment Analysis.

4.1 RQ1: Which model yields the highest
performance on downstream NLP tasks?

In order to answer this question, we refer to the re-
sults shown in both Table 4 and Figure 1. Both
the simple mBERT and GottBERT models per-
form poorly compared to the remaining models,
which is to be expected. In addition, the Got-
tBERT models fine-tuned for WNLI, SN, and
RTE are all naive classifiers that consistently pre-
dict not_entailment for the WNLI task, position 3
for the SN task, and not_entailment for the RTE
task. However, GottBERT does outperform each
model in the POS-tagging task, and mBERT out-
performs every model except for LB_GottBERT
in the WNLI task. On the other hand, both the
Lb_mBERT and Lb_GottBERT models almost con-
sistently outperform each remaining model, with
Lb_GottBERT performing best in four out of nine
tasks, and Lb_mBERT performing best in two tasks
and second-best in four tasks. The two models that
were pre-trained from scratch usually achieve in-
termediate performances. However, one notable
exception is the SA1 task where both outperform
Lb_mBERT and Lb_GottBERT with DA BERT
significantly outperforming every other model.

4.2 RQ2: How robust are models against data
perturbation?

In order to answer this question, we applied the
perturbation techniques as described in Section 3.5
to the test sets from three of the investigated tasks:
Sentence Negation, RTE, and Sentiment Analysis.
For each perturbation technique, we only consider
the samples that were affected, omitting the sam-
ples that were unchanged during the perturbation
process. We then test each fine-tuned model on
both the original and the perturbed test sets we gen-
erated. We report the differences in performance of
each model between the unperturbed and perturbed
test sets for SN, RTE, and SA in Table 5.

Overall, we notice that both negation and syn-
onym replacement perturbations have a moderate
to high impact on the performance of the models,
while name and location replacements have a rela-
tively low impact (cf. Fig. 2, 3, 4, 5)

For the SN task, we notice that both entity pertur-
bation techniques, name replacement and location
replacement, generally have a very low impact on
the performance of the chosen models. One no-
ticeable outlier is the original LuxemBERT model
with an average difference of 1.8 percentage points
for name replacement, and 3.7 percentage points
for location replacement, showing that fine-tuned
LuxemBERT models are somewhat susceptible to
this kind of data perturbation. Another outlier is the
GottBERT model as there is no difference in perfor-
mance between the perturbed and unperturbed test
sets, but as already mentioned, this particular model
always predicts 3. As such, this score is not mean-
ingful. While the differences are very low for entity
replacements, we notice significant differences for
synonym replacement, most of which are close to



Task mBERT GottBERT LuxemBERT DA BERT Lb_mBERT Lb_GottBERT
POS 0.886 0.902 0.890 0.887 0.889 0.900
NER 0.689 0.661 0.700 0.708 0.717 0.726
IC 0.460 0.574 0.725 0.717 0.760 0.762
NC 0.900 0.871 0.918 0.900 0.906 0.900

WNLI 0.640 0.780* 0.596 0.544 0.560 0.650
SN 0.804 0.248* 0.859 0.858 0.867 0.883

RTE 0.488 0.512* 0.528 0.551 0.563 0.489
SA1 0.612 0.636 0.666 0.687 0.664 0.651
SA2 0.737 0.697 0.859 0.861 0.868 0.864

Table 4: Results for each task on the original test sets. * denotes naive classifier that always predicts the same class

Perturbation #samples mBERT GottBERT LuxemBERT DA BERT Lb_mBERT Lb_GottBERT
Sentence Negation

NR 356 0.1 0.0 1.8 0.6 0.2 0.5
LR 527 0.9 0.0 3.7 1.7 1.1 1.6
SR 6597 13.0 0 14.2 6.9 12.7 13.8

Recognizing Textual Entailment
Neg 373 100 100 38.2 41.1 2.5 41.6
NR 243 0 0 2.3 2.4 2.4 3.4
LR 363 0 0 2.0 3.4 0.3 5.7
SR 682 0 0 0.2 0.6 0.6 5.1

Sentiment Analysis 1
Neg 45 8.7 5.1 22.1 32.3 20 19.5
NR 11 4.3 0 1.5 4.3 0 2
LR 24 2.8 2.2 6.3 4 3.1 3.6
SR 276 0.5 0.6 0.9 0.6 1.1 1.2

Sentiment Analysis 2
Neg 1587 19.6 24.2 27.5 33.1 36.0 33.6
NR 148 0.9 1.0 1.0 1.8 0.8 1.4
SR 1508 1.1 5.3 0.9 2.6 2.2 2.0

Table 5: Difference (in percentage points) of performances between original test sets and perturbed sets (Neg:
Negated test set / NR: Test set with name replacement/ LR: Test Set with location replacement/ SR: Test set with
synonym replacement)
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Figure 1: Fine-tuning results of the models on each investigated task
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Figure 2: Impact of negation on each model’s perfor-
mance.
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Figure 3: Impact of name replacements on each model’s
performance.
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Figure 4: Impact of location replacements on each
model’s performance.
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Figure 5: Impact of synonym replacements on each
model’s performance.

10 percentage points. Once again, the LuxemBERT
model shows the highest difference with 14.2 per-
centage points. DA BERT, which was partially
trained on data that was augmented with synonym
replacements, shows to be more robust against this
kind of data perturbation compared to the remain-
ing models with a difference of only 6.9 percentage
points. For the RTE task, we observe that most
models with the exception of Lb_GottBERT are
fairly robust against the replacement perturbation
techniques. On the other hand, they are very sus-
ceptible to negation, as only Lb_mBERT’s perfor-
mance is almost unchanged when tested on per-
turbed data; each remaining model’s performance
is nearly 40 percentage points lower. We notice a
similar trend on the SA2 task, where replacement
techniques have only a slight impact on the model
performance while negation has a high impact, the
difference in performance ranging from nearly 20-
35 percentage points depending on the model. Re-
garding the SA1 task, we observe low, yet mixed
results for both entity replacement techniques, but
this might be due to the very small sample size
of the respective datasets. On the other hand, the
impact of sentence negation and synonym replace-
ment is noticeably smaller compared to the SA2
task across all models.

5 Discussion

We show that it is possible to achieve higher perfor-
mance with the same amount of pre-training data
and training time as pre-training from scratch, mak-
ing our approach both more data- and time-efficient.
Overall, both Lb_mBERT and Lb_GottBERT out-
perform LuxemBERT and DA BERT in almost all
tasks. (cf. Table 4) However, while Lb_mBERT is
also shown to be highly resistant to data perturba-
tion, it appears that the impact of perturbation on
Lb_GottBERT’s performance varies depending on
the task. On the other hand, both models trained
from scratch display worse resistance to data per-
turbation than Lb_mBERT. As such, we conclude
that it is preferable to continue pre-training a pre-
existing model on textual data in the target lan-
guage. According to our experiments, it appears
that there is a trade-off between performance and
robustness depending on the choice of pre-trained
language model. A multilingual model should be
chosen if robustness is preferred, while a model for
a language that is close to the target language is
preferable if the objective is high performance, at



least judging by the results from our experiments.

6 Related Works

Wu and Dredze (2020) proposed pairing related
languages to train a low-resource language model
can result in a performance improvement over a
monolingual model. In particular, they combined
Latvian and Lithuanian text to create a Latvian
BERT model as well as Afrikaans and Dutch text
to create an Afrikaans BERT model. Similarly,
the Luxembourgish LuxemBERT model (Lothritz
et al., 2022) was also trained on bilingual data join-
ing Luxembourgish and German text. However,
while those language models are jointly pre-trained
on data written in different languages from scratch,
for our approach, we pre-train already existing lan-
guage models on new language data.

Similar to our approach, Muller et al. (2021) con-
tinued to pre-train mBERT to various unseen low-
resource languages written in different non-Latin
scripts and evaluate the performance on three com-
mon NLP tasks. Similar to our own experiments,
they found that this approach typically leads to
models that outperform both the original mBERT
and models that were trained from scratch. Our
study, however, focuses on a single language that
is featured in mBERT. Furthermore, we do not
only apply this approach to mBERT, but also to
GottBERT to evaluate the performance gain of pre-
training a pre-loaded model for a language that is
close to the target language.

Ribeiro et al. (2020) introduced CheckList, a
tool to semi-automatically create a large number of
test cases to determine the robustness of NLP mod-
els. Similarly to our study, they consider various
types of simple data perturbations to create new test
samples. However, their tool is more versatile as it
also allows the creation of templates to generate a
large number of simple sentences as well as simple
additions of phrases that do not change the label of
a sample.

7 Threats to Validity

Similar to most experimental studies, there are fac-
tors that might threaten the validity of this work
when scrutinised.

The first threat is related to the choice of the pre-
loaded models, namely mBERT and GottBERT.
Both of these models were pre-trained with hy-
perparameters that slightly differ from the Luxem-
BERT and DA BERT models, so the improved

performance might have been due to confounding
variables that we did not control. In particular,
the alphabet size and vocabulary size differ sig-
nificantly as mentioned in Section 2.1. However,
we deemed GottBERT and mBERT as appropriate
baselines for our study as they are the closest to
LuxemBERT and DA BERT in terms of architec-
ture.

Another possible threat concerns some of the
downstream tasks we chose to evaluate our mod-
els. Specifically, the RTE and SA1 tasks are prob-
lematic as they were automatically translated with-
out manually correcting the result. As such, there
are numerous translation mistakes present in these
datasets which might have influenced the results of
our experiments.

8 Conclusion

In this study, we investigated the effects of
pre-training pre-loaded language models vs pre-
training language models from scratch for building
Luxembourgish language models. We evaluated
our models in two dimensions: performance and
robustness. We conducted our experiments on nine
downstream NLP tasks of varying difficulty, and in-
vesitgated the robustness of our models with three
perturbation techniques. We found that pre-training
a pre-loaded model does indeed have a positive ef-
fect on both the performance and robustness of
fine-tuned models. In particular, the results from
our experiments suggest that using the German Got-
tBERT model yields a higher performance, while
the multilingual mBERT results in a more robust
model.
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10 Limitations

The approach presented in this work was only
tested on the Luxembourgish language and using
German as an auxiliary language. The approach
should be generalisable to other languages, but this
might be limited by how similar the auxiliary lan-
guage is to the target language in terms of structure
and vocabulary. We are confident that the approach
for continued pre-training is applicable if the tar-
get language is either a dialect of or part of the



same language family as the language of the pre-
loaded language model. However, the applicability
of this approach is unclear for languages that differ
significantly from each other.

11 Ethical Considerations

This study involved a pre-training corpus that par-
tially consists of user comments from a news web-
site and chatlogs from a defunct chatroom, both
of which originally included usernames (Lothritz
et al., 2022). However, this data was anonymised
before model training. While we do publish our
models that were trained with the same data, we do
not publish the pre-training corpus in question. The
remaining datasets that we publish are all based on
either publicly available textual data dumps or al-
ready existing datasets from the GLUE collection,
and as such do not violate GDPR guidelines to the
best of our knowledge.
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