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ABSTRACT

The popularity of Android OS has made it an appealing target for

malware developers. To evade detection, including by ML-based

techniques, attackers invest in creating malware that closely resem-

ble legitimate apps, challenging the state of the art with di�cult-to-

detect samples. In this paper, we propose Guided Retraining, a

supervised representation learning-based method for boosting the

performance of malware detectors. To that end, we �rst split the

experimental dataset into subsets of “easy” and “di�cult” samples,

where di�culty is associated to the prediction probabilities yielded

by a malware detector. For the subset of “easy” samples, the base

malware detector is used to make the �nal predictions since the er-

ror rate on that subset is low by construction. Our work targets the

second subset containing “di�cult” samples, for which the probabil-

ities are such that the classi�er is not con�dent on the predictions,

which have high error rates. We apply our Guided Retraining

method on these di�cult samples to improve their classi�cation.

Guided Retraining leverages the correct predictions and the er-

rors made by the base malware detector to guide the retraining

process. Guided Retraining learns new embeddings of the di�-

cult samples using Supervised Contrastive Learning and trains an

auxiliary classi�er for the �nal predictions. We validate our method

on four state-of-the-art Android malware detection approaches us-

ing over 265k malware and benign apps. Experimental results show

that Guided Retraining can boost state-of-the-art detectors by

eliminating up to 45.19% of the prediction errors that they make on

di�cult samples. We note furthermore that our method is generic

and designed to enhance the performance of binary classi�ers for

other tasks beyond Android malware detection.

CCS CONCEPTS

• Security and privacy→Malware and its mitigation; • Com-

puting methodologies→Machine learning.
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1 INTRODUCTION

Android malware plays hide and seek with mobile applications

markets operators. Indeed, new emerging malware apps are in-

creasingly sophisticated [11, 19, 23] and challenge state-of-the-art

detection techniques, in particular literature ML-based approaches.

These malware apps are designed to closely resemble benign apps

in order to hide their malicious behaviour and evade detection. In

typical ML-based malware detection schemes, Android apps are

represented using feature vectors (i.e., apps are embedded), which

are fed to an algorithm that learns to distinguish malware and

benign samples. In such an embedding space, some malware (or

benign) samples occupy a distinct region of the input space [54].

These samples share similar feature vectors that make them easily

distinguishable and separable from the benign (respectively mal-

ware) apps in the embedding space. Nevertheless, there are other

malware apps which have feature vectors that are similar to fea-

ture vectors of benign samples. Such apps are located in regions of

the embedding space where malware and benign samples are not

perfectly separable and distinguishable. In such regions, malware

and benign apps overlap, which leads to misclassi�cations.

Deep representation learning aims to extract relevant patterns

from the input data and discard the noise. Several techniques [20,

22, 36, 46, 47] have leveraged the class labels to generate powerful

representations, which has led to state-of-the-art performance. In-

deed, supervised representation learning methods are trained to

automatically learn characteristic features of samples that share

the same class labels. The resulting embeddings are passed to a

classi�er that maps the samples to their respective classes. Recently,

Supervised Contrastive Learning [22] has been proposed to max-

imise the embedding similarity of samples from the same class

and minimise the embedding similarity of samples belonging to

di�erent classes. This representation learning method transforms

the input data into an embedding space in which samples with

This work is licensed under a Creative Commons Attribution 4.0 Interna-

tional License.
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the same labels are close to each other, so they can have similar

representations. Furthermore, it increases the distance between

samples from di�erent classes so they can get distinct representa-

tions. Supervised Contrastive Learning seems to propose a solution

for overlapping malware and benign samples since it transforms

the input data into a new embedding space in which samples from

the same class are grouped together and separated from the other

class.

In binary classi�cation, we can distinguish between two cate-

gories of samples based on their input labels: positives and negatives

(e.g., malware and benign). It is also possible to classify samples

into easy and di�cult instances based on their feature vectors. Easy

samples refer to positive and negative instances which a classi�er

can easily identify and correctly predict their classes. The di�cult

samples can also be positives or negatives, but they have similar

input features that make it challenging for the classi�er to cor-

rectly identify their classes. The notion of di�culty is related to

the malware detector itself (i.e., its features set and ML algorithm).

Speci�cally, depending on the features and the classi�cation algo-

rithm leveraged by a malware detector, a malware app might be

di�cult to detect by one approach but easy to detect by another.

For a base classi�er, identifying the class of the easy samples would

be straightforward, which results in low prediction errors. For the

di�cult samples, they would need more advanced techniques to

better discriminate the two classes.

In this paper, we investigate the feasibility of boosting existing

malware detectors by focusing on di�cult-to-detect samples. To

that end, we explore the power of contrastive learning with the idea

of further guiding the learning to build embeddings where samples

that were previously close to samples of other classes are now

clearly separated in the embedding space. We propose to address

the problem of malware classi�cation in two steps: The �rst step of

the classi�cation involves the samples that are easy to predict by

a base classi�er. To decide whether a sample is easy or di�cult to

predict, we rely on the prediction probabilities yielded by the base

classi�er. Thus, all samples that are identi�ed as easy (i.e., with

high prediction probabilities from the base classi�er), are simply

left to be predicted by the base classi�er. If a sample is identi�ed

as di�cult (i.e., with low prediction probabilities from the base

classi�er), then it is passed to the second step where an auxiliary

classi�er trained via our Guided Retraining method is meant to

address its �nal prediction. Note that we use the term “Retraining”

to refer to the task which consists in training a new classi�er on a

given dataset. As its name suggests, our technique is designed to

guide the retraining on the di�cult samples to reduce the prediction

errors. We rely on the predictions generated by the base classi�er

on the di�cult samples to learn distinctive representations for each

class. Speci�cally, we leverage Supervised Contrastive Learning to

generate embeddings for the di�cult samples in �ve guided steps

that teach the model to learn from the correct predictions and errors

made by the base classi�er. Then, we train an auxiliary classi�er

on the generated embeddings so it can make the �nal classi�cation

decision on the di�cult samples.

To validate the e�ectiveness of ourmethod, we evaluate it on four

state-of-the-art Android malware detectors (i.e., with their variants)

that were successfully replicated in the literature [7]: DREBIN [4],

RevealDroid [15],MaMaDroid [31], andMalScan [50]. These

detectors consider various features to discriminate between mal-

ware and benign apps, and they have been reported to be highly

e�ective. Our experiments demonstrate that the prediction errors

made by state-of-the-art Android malware detectors can be reduced

via our Guided Retraining method. Speci�cally, we show that

our technique boosts the detection performance and reduces up to

45.19% prediction errors made by the classi�ers.

We have also assessed the e�ectiveness of our method in boost-

ing the detection performance on new Android apps. For instance,

we have trained the state-of-the-art DREBIN on samples from 2019

and tested its performance on apps from 2020. Our results showed

thatDREBIN achieves an F1 score of 85.31%. After using ourGuided

Retraining approach on DREBIN, it was able to detect 769 mali-

cious samples that escaped its detection in the �rst place. 70% of

these malicious samples (i.e., 535 apps) were originally collected

from the Google Play Store and belong to di�erent malware fami-

lies such as: “jiagu”, “blacklister” and “dnotua”. Overall, our results

show that Guided Retraining is an e�ective method to reduce the

misclassi�cations of state-of-the-art Android malware detectors.

Our contributions can be summarised as follows:

• We propose to address the malware detection problem in

two steps: the �rst step deals with the detection of the easy

samples, and the second step is intended for the di�cult-to-

detect apps;

• We design a new technique, Guided Retraining, that im-

proves the classi�cation of the di�cult-to-detect apps by

yielding contrasted representations;

• We validate the e�ectiveness of our method on four state-of-

the-art Android malware detectors;

• We make our code and dataset publicly available at: https:

//github.com/Trustworthy-Software/GuidedRetraining

2 APPROACH

2.1 Overview

Our method aims to leverage deep learning techniques in order

to boost the performance of a binary base classi�er. We present

in Figure 1 an overview of our method. The �rst step consists

of training a base classi�er on the whole training dataset. Then,

we leverage the prediction probabilities of the base classi�er to

split the dataset into two subsets: easy and di�cult samples. The

di�cult samples are used to train an auxiliary classi�er via our

Guided Retraining method. The motivation behind the auxiliary

classi�er is to obtain a "specialised classi�er" that will improve the

performance on di�cult samples.

Given a new sample, if it is identi�ed as an easy sample, it will be

predicted by the base classi�er. Otherwise, the prediction decision

will be made by the auxiliary classi�er that is trained on the di�cult

samples via our Guided Retraining method.

More speci�cally, the overall process of our approach can be

summarised as follows:

(1) Train a base classi�er on the training set (step 1 in Figure 1)

(2) Use this classi�er to collect the “di�cult” samples (i.e., those

samples from the training set that are close to the decision

boundary of the trained classi�er). This is illustrated in step 2

in Figure 1; Concretely, to do this we apply the classi�er on

1132

https://github.com/Trustworthy-Software/GuidedRetraining
https://github.com/Trustworthy-Software/GuidedRetraining


Guided Retraining to Enhance the Detection of Di�icult Android Malware ISSTA ’23, July 17–21, 2023, Sea�le, WA, USA

Step 1: The base
classifier training

Training
Dataset

Base
Classifier

Train

Step 2: Difficult samples identification
2.1: Identifying the probability thresholds

Validation
Dataset

Base
Classifier

Predict Prediction
probabilities

Probability
threshold

training or test
Dataset

Base
Classifier

Predict Prediction
probabilities

Probability
threshold

2.2: Splitting the datasets Easy
Dataset

Difficult
Dataset

Step 3: Guided Retraining

Difficult SubSet
for Training ModelsSupervised Contrastive

Learning Embeddings Auxiliary
Classifier

Final predictions

Test
Dataset

Base
Classifier

Predict Prediction
probabilities

Probability
threshold

Easy
Dataset

Difficult
Dataset

Base
Classifier

Auxiliary
Classifier

Predictions

Predictions

+ Final
predictions

Figure 1: An overview of our approach

its own training set (which is uncommon, but useful here to

identify the “di�cult” samples).

(3) Devise a new embedding, specialized to contrast “di�cult

goodware” from “di�cult malware” (step 3 in Figure 1).

(4) Train another classi�er on the devised embeddings of the

di�cult samples in the training set. This classi�er is the

auxiliary classi�er (step 3 in Figure 1).

To use our approach on a new sample: the sample would �rst

be classi�ed by the base classi�er. If it turns out this is a di�cult

sample, then (and only then), we would instead use the auxiliary,

specialized, classi�er. In the following, we describe the main steps

of our approach which are: The base classi�er training, Di�cult

samples identi�cation, and Guided Retraining.

2.2 The Base Classi�er Training

Our approach is designed to boost the performance of an existing

binary classi�er that we denote as the base classi�er. The type of this

classi�er is not important, but ideally it should be able to output the

prediction probabilities, i.e., not only a binary classi�cation (such

as malware or benign) but a value, typically between 0 and 1, that

indicates the likelihood that a given sample is a malware. If the

classi�er does not generate prediction probabilities, we propose

other solutions in Section 3.5.

The �rst step consists in splitting the dataset into three subsets:

training, validation, and test. We train the base classi�er using all

the samples in the training subset.

2.3 Di�cult Samples Identi�cation

The aim of this step is to identify the samples that are “di�cult” to

predict by the base classi�er. The criteria we use to identify these

samples is their probabilities of prediction.

In a binary classi�cation experiment, if the model is con�dent

about the label of a given sample, it assigns a high prediction proba-

bility to the class that is associated with that label (i.e., a probability

of prediction that is close to 1). Otherwise, samples from any of the

two classes get similar probabilities of prediction (i.e., the probabili-

ties of prediction for the two classes are close to 0.5). The predicted

labels are then decided based on the probabilities of predictions.

Generally, when the probability of prediction for the positive class

(or the negative class) is higher than 0.5, the classi�er predicts the

sample as positive (or negative). Since the probability of prediction

for the negative class can be deduced from the probability of pre-

diction of the positive class (i.e., the two probabilities sum up to 1),

we consider only the probability of prediction of the positive class

in the following, and we denote it ? .

In our approach, we leverage the probabilities of prediction to

split a dataset into easy and di�cult subsets. After it is trained,

the base classi�er would assign either a very high or a very low

probability of prediction ? to the samples that it can predict their

labels with a high con�dence. Speci�cally, if ? is very high, the

base classi�er is con�dent that the sample belongs to the positive

class. Conversely, if ? is very low, the classi�er is con�dent that the

sample belongs to the negative class. If a given sample is attributed

a very high or a very low probability of prediction, we consider

it as an easy sample. Otherwise, it is considered to belong to the

di�cult subset.

We postulate that easy and di�cult subsets have the following

properties:

Easy subset: Applying a base classi�er on the samples of this

subset will yield only a few prediction errors.

Di�cult subset: Applying a base classi�er on the samples of

this subset will mostly yield prediction errors.

2.3.1 On Applying the Base Classifier on Its Own Training Set. In

practice, to identify di�cult and easy samples, we apply the base

classi�er on its own training set, i.e., we collect the prediction prob-

abilities to decide whether the samples are easy or di�cult. We

acknowledge that using a trained model (i.e., the base classi�er) on

its own training set is uncommon, and would be absurd in most

cases. Here, however, we only do it to identify which samples are

close to the decision boundary of the classi�er (i.e., when the clas-

si�er “is unsure”), and later to improve the training on di�cult

samples by learning new embeddings (Cf. Section 2.4). It is impor-

tant to note that this design conforms to traditional ML processes

where the training set is clearly separated from the test set (i.e.,

there is no data leakage).

2.3.2 Identifying the Probability Thresholds. From the previous

step, our base classi�er has attributed a probability of prediction to

each sample in the training and validation datasets. The next step

consists of tagging each sample in the dataset as easy or di�cult

based on its probability of prediction. To this end, we need to

identify two thresholds for considering a sample as easy or di�cult.

Speci�cally, we rely on one probability threshold to decide whether

the prediction probability ? of a given sample is high enough to

consider that sample as easy (i.e., in this case the sample is an easy

positive since ? is high). Similarly, when the prediction probability

? of a given sample is small, we need another probability threshold

to decide whether ? is small enough to tag the sample as easy (i.e.,

in this case the sample is an easy negative).

We rely on the validation dataset to determine the values of

the two probability thresholds. Speci�cally, since the validation

samples are classi�ed into TNs (i.e., True Negatives), FPs (i.e., False

Positives), FNs (i.e., False Negatives), and TPs (i.e., True Positives),

we determine the probability thresholds that satisfy the following

constraints:
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• The probability threshold for considering a sample as an easy

positive must ensure that the number of false positives in the

easy validation dataset is equal to -% of the total number of FPs

(i.e., FPs predicted by the base classi�er on the whole validation

dataset). We denote this threshold Cℎ? .

• The probability threshold for classifying a sample as an easy

negative must guarantee that the number of false negatives in

the easy validation dataset is equal to .% of the total number of

FNs (i.e., FNs predicted by the base classi�er based on the whole

validation dataset). We denote this threshold Cℎ= .
To identify the values of the two probability thresholds, we need

to compute the number of FPs and FNs that we tolerate in the
easy validation dataset. We note these variables C>;4A0C43�%B and
C>;4A0C43�#B and we calculate their values as follows:

C>;4A0C43�%B =

- × �%E

100
; C>;4A0C43�#B =

. × �#E

100

where �%E and �#E represent the number of FPs and FNs re-

turned by the base classi�er on the whole validation dataset, re-

spectively.

The process of identifying the two probability of prediction

thresholds is adequately detailed in Algorithm 1.

Algorithm 1: Thresholds selection

Input: vDataset, yProbabilities, toleratedFPs, toleratedFNs, indicesOfFPs,
indicesOfFNs

Output: thresholdFPs, thresholdFNs

counterFPs← 0

counterFNs← 0

lenData← E�0C0B4C .;4=6Cℎ ()
probasIndicesPos← ∅
probasIndicesNeg← ∅
for 8 ← 1, ;4=�0C0 do

if yProbabilities(i) ≥ 0.5 then
probasIndicesPos← probasIndicesPos + (yProbabilities(i), i)

// We keep track of the index of the sample to verify that it is not among
the FPs and FNs. We later search that index in indicesOfFPs and
indicesOfFNs lists

else
probasIndicesNeg← probasIndicesNeg + (yProbabilities(i), i)

probasIndicesPos← probasIndicesPos.inverselySortProbas()
// The prediction probabilities of the positive samples are sorted in
descending order

probasIndicesNeg← probasIndicesNeg.sortProbas()
// The prediction probabilities of the negative samples are sorted in ascending
order

lenPos← ?A>10B�=3824B%>B.;4=6Cℎ ()
lenNeg← ?A>10B�=3824B#46.;4=6Cℎ ()
for 8 ← 1, ;4=%>B do

if counterFPs == toleratedFPs then
thresholdFPs← probasIndicesPos[i][0]
break

if probasIndicesPos[i][1] in indicesOfFPs then
counterFPs← counterFPs + 1

for 8 ← 1, ;4=#46 do
if counterFNs == toleratedFNs then

thresholdFNs← probasIndicesNeg[i][0]
break

if probasIndicesNeg[i][1] in indicesOfFNs then
counterFNs← counterFNs + 1

The inputs to this algorithm are the validation dataset, the proba-

bilities of prediction returned by the base classi�er on the validation

dataset, toleratedFPs, toleratedFNs, and the indices of the �%E and

�#E in the validation dataset (i.e., we consider that each instance

in the dataset has a unique index, and we denote the lists of the FPs

and FNs indices as indicesOfFPs and indicesOfFNs respectively). To

identify the threshold of the positives, we �rst select all the samples

from the validation dataset that have their ? ≥ 0.5 and we sort their

probabilities in descending order. We also keep track of the indices

of these samples in the validation dataset to verify whether they

are predicted as TPs or FPs by the base classi�er (i.e., based on in-

dicesOfFPs list). Then, we initialise a counter of the number of FPs

in the easy dataset and we iterate over the sorted samples starting

from the one with the highest probability of prediction. During

each iteration, we �rst check whether the value of the FPs counter

has reached the number of toleratedFPs, in which case we stop the

iteration and set the Cℎ? to the current probability of prediction.

Otherwise, we increment the counter of FPs if the sample has been

predicted as FP by the base classi�er.

We apply the same technique to identify the value of negatives

threshold Cℎ= . We select the samples that have their ? ≤ 0.5 and

we sort their probabilities in ascending order since the classi�er is

con�dent about the samples with low probabilities of prediction.

Similarly, we keep a counter for the number of FNs that are tolerated

in the easy dataset and we iterate over the sorted samples starting

from the one with the lowest probability of prediction. When the

value of the FNs counter is equal to the value of toleratedFNs, we

stop the iteration. We then set the value of Cℎ= to the probability of

prediction of the last sample in which the iteration stopped.

2.3.3 Spli�ing the Datasets. After identifying the values of Cℎ? and

Cℎ= , we split our datasets into easy and di�cult subsets. The easy

dataset contains all the samples whose probabilities of prediction

satisfy:

40B~�0C0B4C = {G8 ∈ 30C0B4C | Cℎ= ≥ ?i or Cℎ? ≤ ?i}

where ?i is the probability of prediction of sample G8 .

The easy dataset includes all the positive samples whose predic-

tion probabilities are greater than the threshold Cℎ? (i.e., they are

predicted as positives with high con�dence by the base classi�er).

It also includes the negative samples whose prediction probabili-

ties are smaller than the threshold Cℎ= (i.e., they are predicted as

negatives with high con�dence by the base classi�er).

As for the di�cult dataset, it contains all the samples that do not

satisfy the constraints of the easy dataset. Speci�cally, it includes the

samples whose prediction probabilities are at the same time below

the threshold Cℎ? and above the threshold Cℎ= (i.e., the base classi�er

is not con�dent that these samples are positives or negatives). The

samples in the di�cult dataset satisfy:

38 5 5 82D;C�0C0B4C = {G8 ∈ 30C0B4C | Cℎ= < ?i < Cℎ? }

At the end of this step, we have the training, validation, and test

datasets split into easy and di�cult subsets.

2.4 Guided Retraining

In our approach we make use of Supervised Contrastive Learn-

ing [22] to generate the embeddings of the di�cult samples. Con-

trastive Learning is a technique that generates new embeddings of

the dataset in such a way that samples belonging to the same class

are close to each other in the embedding space. Similarly, samples

belonging to di�erent classes are far from each other in the embed-

ding space. While Contrastive Learning [22] has been proposed for

the general case of multi-class classi�cation, we have adapted it to
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the special case of having only two classes: malware and benign

(i.e., positive and negative). Supervised Contrastive Learning works

in two stages: First, it generates the embeddings using an Encoder

followed by a Projection Network (we refer to both of them as

the Model). After the training is done, the Projection Network is

discarded and a classi�er is trained on the embeddings from the last

layer of the Encoder. This classi�er is referred to as the auxiliary

classi�er. At the end of the second stage, the samples are classi�ed

into their respective classes. Using Supervised Contrastive Learn-

ing, we aim to create contrasted representations for the samples in

the di�cult subsets which would help to better classify them into

their respective classes.

From the previous step (i.e., Section 2.3), we have created two

validation subsets: easy and di�cult. By construction, the di�cult

validation subset contains most of the misclassi�ed samples yielded

by the base classi�er. Speci�cally, it contains (100 - X)% of the total

number of FPs contained in the whole validation dataset. Likewise,

the number of FNs reaches (100 - Y)% of the total number of FNs

in the validation dataset. The di�cult subset for training is also

expected to include similar proportions of FPs and FNs (i.e., it

includes most of the prediction errors from the whole training

dataset). We remind that the di�cult subsets also contain correctly

predicted samples yielded by the base classi�er. In the following,

we use)# ′tr, �%
′
tr, �#

′
tr, and)%

′
tr to refer to TNs, FPs, FNs, and TPs

of the base classi�er on the di�cult subset for training.

As the title suggests, we propose a method that would guide

the retraining on the di�cult samples. Speci�cally, we aim to help

the Model distinguish between four categories of samples in the

di�cult training subset. These categories are: )# ′tr, �%
′
tr, �#

′
tr, and

)% ′tr. We present in Figure 2 an overview of ourGuided Retraining

approach.

Since training a binary classi�er requires a dataset that contains

samples from two classes (i.e., positives and negatives), we make

use of the di�erent combinations of subsets in the di�cult training

subset to help the Model generate more contrasted embeddings.

Speci�cally, we �rst train a Model using )% ′tr (i.e., they have posi-

tive real labels) and �% ′tr (i.e., they have negative real labels), and

we denote it Model1. Basically, we guide Model1 to distinguish be-

tween the positive samples that are correctly predicted by the base

classi�er and the negative samples that are all misclassi�ed by the

same classi�er. Consequently, Model1 focuses on learning a con-

trasted representation for the true positives and the false positives

in the di�cult subset for training. Then, we train another Model

using )# ′tr (i.e., they have negative real labels) and �# ′tr (i.e., they

have positive real labels) and we denoted it Model2. This Model

would learn to distinguish between the true negatives and the false

negatives predicted by the base classi�er on the di�cult subset for

training. Similarly, we train Model3 on )% ′tr (i.e., they have posi-

tive real labels) and )# ′tr (i.e., they have negative real labels), and

Model4 on �% ′tr (i.e., they have negative real labels) and �# ′tr (i.e.,

they have positive real labels).

In summary, the four Models are trained on two di�cult training

subsets that the base classi�er has: (1) either correctly or incorrectly

classi�ed both of them, (2) correctly predicted one subset and mis-

classi�ed the other subset.

Di�cult training
dataset

Predict Base
classi�er

TP
′
tr FP

′
tr TN

′
tr FN

′
tr

Train Train Train Train

Model1 Model2 Model3 Model4

Di�cult training
dataset

Generate embeddings

Model1 Model2 Model3 Model4

Embedding 1 Embedding 2 Embedding 3 Embedding 4

Concatenation

Embedding

Train

Model5

Generate embedding

Final embedding

Train

Auxiliary
classi�er

Figure 2: An illustration of our Guided Retrainingmethod

After the four Models are trained, they are used to generate

embeddings for the di�cult training subset. Speci�cally, four em-

beddings are generated for each sample in the di�cult training

subset. Then, we concatenate the four feature representations of

each sample into one vector in order to have one embedding per

sample.

To create more contrasted representations for the di�cult sam-

ples, we train another Model on the concatenated embeddings and

we denote it Model5. Basically, Model5 is trained on all the samples

from the di�cult training subset, which would create �ne-grained

contrasted representations based on the embeddings generated by

the four previous Models. Indeed, Model5 would learn from the

concatenated embeddings of each sample in the di�cult subset (i.e.,

regardless if the base classi�er has correctly or incorrectly predicted

it) to generate the �nal feature representations.

The last step in our approach is to train the auxiliary classi�er

on the di�cult training embeddings that are generated by Model5.

This classi�er is trained on all the di�cult samples in the training

subset. The �nal classi�cation decision of the di�cult samples is

given by the auxiliary classi�er. We remind that for the easy dataset,

it is the base classi�er that is in charge of predicting their class

labels, as illustrated in Figure 1.

3 EVALUATION SETUP

In this section, we �rst present the research questions we investi-

gate in our study and the evaluation subjects we use to assess the

e�ectiveness of our approach. Then, we describe the dataset, the

architecture of both the Models and the auxiliary classi�er, and we
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overview our experimental setup (i.e., models’ hyperparameters

and implementation details).

3.1 Research Questions

In our study, we investigate the possibility of selecting and separat-

ing the samples that are most challenging to classify. Speci�cally,

we aim to identify the di�cult subset in a dataset that would contain

samples that yield most of the prediction errors.

• RQ1: To what extent is it feasible to split a dataset into two subsets,

one with fewer prediction errors and one with most errors?

After identifying the di�cult subset in a dataset, we assess the

impact of Guided Retraining on the detection performance and

we compare it to other classic retraining methods.

• RQ2: How e�ective is Guided Retraining in improving the classi-

�cation results of state-of-the-art malware detectors?

Additionally, we evaluate the e�ectiveness of Guided Retraining

in detecting new Android malware.

• RQ3: How e�ective is Guided Retraining in improving the classi-

�cation performance on new Android apps?

Finally, we investigate the impact of the errors thresholds used

to construct the di�cult and the easy subsets.

• RQ4:What is the impact of the errors thresholds on the detection

performance of Guided Retraining?

We note that we have also conducted an ablation study to assess

the importance of Guided Retraining’s components. Due to space

limitation, we provide the results of the study in our repository:

https://github.com/Trustworthy-Software/GuidedRetraining

3.2 Evaluation Subjects

To evaluate the e�ectiveness of our approach in boosting the per-

formance of base classi�ers, we conduct our experiments on classi-

�ers trained to detect Android malware. Speci�cally, we apply our

method on four state-of-the-art Android malware detectors from

the literature: DREBIN [4], RevealDroid [15],MaMaDroid [31]

(using two variants:MaMaDroid Family andMaMaDroid Pack-

age), andMalScan [50] (i.e., two variants:MalScan Average and

MalScan Concatenate). These detectors have been successfully

replicated [7] in a study that has considered malware detectors

from leading venues in Security, Software Engineering, and Ma-

chine Learning. We present a brief description of the features set

and the ML algorithms used by these approaches in Table 1 and we

refer the reader to the replication study [7] for further details.

Table 1: Evaluation subjects

ML algorithm Features set

DREBIN LinearSVC App Components, Filtered Intents, Hard-
ware Components, Network Addresses, Re-
stricted API Calls, Requested Permissions,
Suspicious API Calls and Used Permissions

RevealDroid LinearSVC Android API usage, Native Call and Re�ec-
tive Features

MaMaDroid Random Forest The representation of the abstracted API
calls as Markov Chain

MalScan KNN Call graphs are represented as social net-
works to conduct centrality analysis

3.3 Dataset

We conduct our experiments on a public dataset of Androidmalware

and benign apps from the literature [8]. It has been collected from

AndroZoo [2], which is a growing collection that contains more

than 22 million apps crawled from di�erent markets, including

Google Play. In this dataset, benign apps are de�ned as apps that

have not been �agged by any antivirus engine from VirusTotal [45].

A sample is labelled as malware if it is �agged by at least two

antivirus engines. The apps in this dataset are created between

2019 and 2020 (i.e., according to their compilation date). In total,

the dataset contains 78 002 malware and 187 797 benign apps.

3.4 Model and Auxiliary Classi�er Architectures

In this section, we present the neural network architecture we adopt

for the Models and the auxiliary classi�er, which are both based on

the multi-layer perception (MLP).

3.4.1 The Model. As stated in Section 2, we use Model to refer to

the Encoder and the Projection Network, that we train to generate

contrasted embeddings of the di�cult samples. For the Encoder, our

MLP contains �ve fully connected layers1 that have 2048, 1024, 512,

256, and 128 neurons, respectively. The outputs from each layer are

normalised and passed through a RELU activation function. The

size of the input in the Encoder is not �xed since it depends on the

size of the feature vectors of each approach.

For the Projection Network, we use a two layers MLP2 that

receives normalised inputs from the Encoder. The �rst layer has

64 neurons with a RELU activation function and the output layer

contains 32 neurons. After it is trained, only the embeddings at the

last layer of the Encoder are considered [22]. Consequently, the size

of the feature vectors generated by the Models is 128.

3.4.2 The Auxiliary Classifier. This neural network is used to clas-

sify the samples using the embeddings generated by Model5. It

contains �ve layers with 64, 32, 16, 8, and 2 neurons, respectively.

The RELU activation function is applied to the normalised output

of the �rst four layers. Since we conduct our experiments on bi-

nary classi�ers, the last layer contains two neurons with a Sigmoid

activation function (i.e., to output prediction probabilities for the

two classes).

3.5 Experimental Setup

We conduct our experiments using PyTorch [35] and scikit-learn [37]

libraries. For the base classi�ers training step (i.e., Section 2.2), we

split the dataset into training (80%), validation (10%), and test (10%),

and we rely on the implementation of the evaluation subjects from

the replication study [7]. In our experiments, we set the percentage

of FPs and FNs tolerated in the easy dataset (i.e., the values of the

parameters - and . described in Section 2.3) to 5%. We also study

the impact of these two parameters in Section 4.4.

For training the Models and the auxiliary classi�ers, we leverage

a publicly available implementation [43] of Supervised Contrastive

Learning. We set 2000 as the maximum number of epochs, and we

1We were inspired by the Contrastive Learning implementation [43] that relies on
ResNet-50. We have replaced the embedding layer and each of the four basic blocks
with fully connected layers.
2We considered the same number of layers used in the CL implementation [43]
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Table 2: Size of input vectors, the number of samples and the number of FPs and FNs in the test subsets

Size of input

vectors in the

di�cult datasets

Number of samples in the test dataset

(i.e., benign:18 739 and malware: 7841)
Number of FPs and FNs in the test dataset

Easy dataset Di�cult dataset Whole dataset Easy dataset Di�cult dataset

benign malware benign malware FPs FNs FPs FNs FPs FNs

DREBIN 1 184 063 7824 4146 10 915 3695 154 419 7 26 147 393

RevealDroid 7 882 350 6120 5308 12 619 2533 90 625 2 37 88 588

MaMaDroid Family 65 7770 743 10 969 7098 52 734 3 33 49 701

MaMaDroid Package 198 916 9642 178 9097 7663 136 322 4 10 132 312

MalScan Average 21 986 13 856 5621 4883 2220 243 420 25 40 218 380

MalScan Concatenate 87 944 13 760 5619 4979 2222 187 414 30 33 157 381

stop the training if the optimised metric (i.e., the loss for the Models

and the accuracy for the auxiliary classi�er) does not improve after

100 epochs 3. We also set the batch size to the size of the training

dataset divided by 10. Due to the huge size of the input vectors of

some evaluated approaches, we had to divide their training size

by 20, so the dataset could �t into memory. For the learning-rate

hyper-parameter, we set its value to 0.0014. We note that we did

not conduct any �ne-tuning of the Models and auxiliary classi�ers

hyper-parameters.

Since the evaluated subjects have di�erent feature vector sizes

and leverage di�erent base classi�er algorithms, we had to resolve

some issues faced during our experiments which are related to:

3.5.1 The Size of the Input Vectors. We present in the �rst column

of Table 2 the size of the feature vectors in the di�cult datasets of

our evaluation subjects. As we can see, DREBIN and RevealDroid

leverage huge input vectors that would need massive memory

resources to conduct the training. To solve this issue, we rely on

feature selection methods to select the top best 200 000 features

for both DREBIN and RevealDroid. Although the performance

might decrease when discarding the other features, this method

can guarantee that the training is feasible.

3.5.2 The Probabilities of Prediction. As we have mentioned in

Section 2.2, our method requires a base classi�er that outputs pre-

diction probabilities. This requirement is satis�ed for MaMaDroid

since the base classi�er is Random Forest.

For DREBIN and RevealDroid, they train an SVM algorithm

that outputs a decision function (i.e., its absolute value indicates

the distance of the sample to the hyper-plan that separates the

two classes). This function that we denote 5 can take negative and

positive values, and it is unbounded (i.e., it can take any value).

In our experiments, we apply a transformation on the decision

function to obtain prediction probabilities:

?8 =
58 − 5min

5max − 5min

× (?max − ?min) + ?min

where 58 , 5min, 5max, ?min, and ?max refer to the decision function

value of sample 8 , the minimum and maximum values of 5 and the

minimum and maximum values of ? respectively. This transfor-

mation converts the positive values of the decision function into

3We apply the early stopping constraint after the models start to converge
4In our preliminary experiments, we tested with three values: 0.05, 0.01 and 0.001. The
best results were reported using the value of 0.001

probabilities that are equal or greater than 0.5 and the negative

values to probabilities smaller than 0.5.

As for MalScan variants, they rely on the 1-Nearest Neighbour

classi�er that outputs either 0 or 1, which does not enable to ex-

ploit probability distributions for identifying thresholds to separate

easy and di�cult samples. Thus, we propose a work-around, where

we train a Random Forest model based onMalScan features, for

predictingMalScan outputs. Such a model yields probability dis-

tributions for the test set. We leverage this output to identifying

the sought threshold for splitting the dataset.

4 EVALUATION RESULTS

4.1 RQ1: To What Extent Is It Feasible to Split a
Dataset into Two Subsets, One with Fewer
Prediction Errors and One with Most Errors?

In this section, we investigate the possibility of identifying the di�-

cult and easy subsets within a dataset. As introduced in Section 2.3,

we hypothesise that (1) most of the samples in the easy subset

would be correctly classi�ed by the base classi�er (i.e., the easy

dataset would yield only a few prediction errors). In contrast, (2)

the di�cult subset would be associated with most of the prediction

errors that are yielded when applying the base classi�er to the

entire dataset.

We conduct our experiments on the evaluation subjects intro-

duced in Section 3.2. For MaMaDroid variants, we directly apply

our method described in Section 2.3 since the base classi�ers out-

put prediction probabilities. For DREBIN and RevealDroid, we

use the technique described in Section 3.5.2 to map the decision

function values returned by the base classi�ers (i.e., linear SVM) to

prediction probabilities. As forMalScan variants, the 1-NN base

classi�er does not output usable prediction probabilities (i.e., the

probabilities are either 0 or 1). We thus rely on the method de-

scribed in Section 3.5.2 for splitting the datasets. We note that most

classi�ers described in scikit-learn documentation [38] generate

prediction probabilities or decision function values. Consequently,

when the base classi�er does not directly output prediction proba-

bilities, our approach is still feasible using the techniques described

in Section 3.5.2.

We report in Table 2 the size of the easy and di�cult subsets

as well as the prediction errors made by the base classi�er in each

subset. Overall, we are able to split the test dataset into easy and

di�cult subsets for all the evaluation subjects. Indeed, the easy
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subsets contain few FPs and FNs made by the base classi�ers. As for

the di�cult subsets, they include most of the misclassi�ed samples

yielded by the base classi�ers on the whole test dataset.

We also present in Figure 3 the evolution of the accumulated

FPs and FNs against the prediction probability thresholds on the

test dataset. The graphs that are de�ned for prediction probabili-

ties smaller than 0.5 represent the accumulated FNs. Similarly, the

accumulated FPs are represented by the graphs that are de�ned for

prediction probabilities greater than 0.5.
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Figure 3: The accumulated number of FPs and FNs as a

function of the prediction probability thresholds

From Figure 3, we observe that the accumulated FNs are pos-

itively correlated with the prediction probabilities. As for the ac-

cumulated FPs, they are negatively correlated with the prediction

probabilities. These two observations support our splitting method

since we select the easy samples from the two ends of the graphs,

where the FNs and FPs are low.

RQ1 answer: Splitting the dataset based on the prediction

probabilities indeed leads to two subsets that can be quali�ed

as easy and di�cult: the former subset indeed contains samples

that a base classi�er is e�ective in predicting (i.e., fewer errors),

while the latter subset contains the samples associated to most

misclassi�cations.

4.2 RQ2: How E�ective Is Guided Retraining

in Improving the Classi�cation Results of
State-of-the-Art Malware Detectors?

As we have seen in the previous section, we have created easy and

di�cult subsets based on the prediction probabilities of the base

classi�ers. We can directly predict the class of the easy samples

using the base classi�ers since theymake few classi�cationmistakes

on these samples. For the di�cult subsets, the prediction errors are

important.

In this section, we investigate the impact of Guided Retraining

on the detection performance of the base classi�ers on the di�cult

samples. To that end, we compare the following classi�ers:

• BC, which refers to the original base classi�ers that are trained

on the whole training dataset;

• RBC: it refers to the original algorithms of the approaches re-

trained only on the di�cult subset for training;

• RClassic, which refers to the use of Contrastive learning (with-

out guiding). We retrain only one Model on a training dataset

(i.e., either the di�cult subset or the whole training samples) to

generate the embeddings. Then, we directly train the auxiliary

classi�er. This method consists of a trivial retraining that does

not involve any guidance to generate the embeddings.We present

an illustration of this method in Figure 4;

• Guided Retraining, which refers to our approach (Contrastive

learning + guiding as described in Section 2). We train the clas-

si�ers on the di�cult subset for training and evaluate it on the

di�cult test samples.

Training
dataset

Train
Model

Generate
embedding

Embedding
Train Auxiliary

classi�er

Figure 4: The classic retraining method: RClassic

We de�ne Δ�AA>AB as the di�erence between the number of pre-

diction errors made by the original base classi�er and the number of

prediction errors from the evaluated classi�er. Its value can be pos-

itive or negative. If it is positive, Δ�AA>AB means that the evaluated

classi�er has made more prediction errors than the base classi�er.

If Δ�AA>AB is negative, the evaluated classi�er has improved the de-

tection performance by decreasing the number of misclassi�cations

reported by the base classi�er. Its formula is as follows:

Δ�AA>AB = (�%bc + �#bc) − (�%ec + �#ec)

where �%bc, �#bc, �%ec, and �#ec refer to the FPs and FNs of

the base classi�er (i.e., bc) and the evaluated classi�er (i.e., ec)

respectively.

In the following, we compare the detection performance of

Guided Retraining to BC, RBC, and RClassic on the di�cult

test subset in Section 4.2.1. We also assess the overall gain in per-

formance by comparing Guided Retraining to BC, and RClassic

on the whole test dataset in Section 4.2.2. We note that BC and RBC

refer to the same classi�er when they are evaluated on the whole

test dataset.
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Table 3: Comparison of the detection performance of BC, RBC, RClassic, and Guided Retraining, on the di�cult test dataset

and the whole test dataset

Di�cult test dataset Whole test dataset

BC RBC
RClassic trained on

the di�cult training subset
Guided Retraining BC

RClassic trained on
the whole training dataset

Guided Retraining

F1 (%)
# Errors
(FPs + FNs)

F1 (%) Δ�AA
Errors

reduction
F1 (%) Δ�AA

Errors
reduction

F1 (%) Δ�AA
Errors

reduction
F1 (%)

# Errors
(FPs + FNs)

F1 (%) Δ�AA
Errors

reduction
F1 (%) Δ�AA

Errors
reduction

DREBIN 92.44 540 92.45 -1 0.18% 93.33 -63 11.67% 93.44 -69 12.78% 96.28 573 96.52 -36 6.28% 96.74 -69 12.04%
Reveal 85.19 676 85.03 +9 -1.33% 87.18 -72 10.65% 91.44 -248 36.69% 95.28 715 95.89 -87 12.17% 97.00 -248 34.69%
MaMaF 94.46 750 94.32 +18 -2.4% 96.31 -232 30.93% 96.55 -264 35.2% 94.76 786 96.36 -221 28.12% 96.64 -264 33.59%
MaMaP 97.07 444 94.84 +356 -80.18% 96.9 +25 -5.63% 97.13 -9 2.03% 97.04 458 96.98 +12 -2.62% 97.11 -9 1.97%
MalscanA 86.02 598 85.38 +32 -5.35% 90.81 -194 32.44% 91.83 -243 40.64% 95.72 663 97.28 -241 36.35% 97.30 -243 36.65%
MalscanCO 87.25 538 86.51 -37 6.88% 88.43 -58 10.78% 91.66 -177 32.90% 96.11 601 95.45 +93 -15.47% 97.28 -177 29.45%

4.2.1 RQ2-A: How E�ective Is Guided Retraining in Improving

the Classification on the Di�icult Test Subset? We calculate the F1-

score, Δ�AA>AB , and the percentage of errors reduction for BC, RBC,

RClassic and Guided Retraining on the di�cult test samples and

we present them in the left part of Table 3 (i.e., Di�cult test dataset

column).

We observe that RBC has degraded the detection performance

for four out of six approaches. For RClassic, it has improved the

detection scores for �ve approaches. However, it has increased the

prediction errors of MaMaP by 5.63%. As for Guided Retraining,

it has improved the detection performance of all the approaches.

Compared to RClassic, the error reduction of Guided Retraining

is more important and reaches 40.64% forMalScan Average.

We have also repeated our experiments 5-times to verify the

generalisability of our results. Before each run of the experiments,

we randomly shu�e and split our dataset into training, validation,

and test. We present in the left part of Table 4 the average of F1

scores and errors reduction over the �ve runs of the experiments.

Table 4: Comparison of the detection performance of BC,

RBC, RClassic, and Guided Retraining using 5-times

hold-out evaluation

Di�cult test datasets Whole test datasets

BC RBC

RClassic

trained on the
di�cult subset

Guided

Retraining
BC

RClassic

trained on the
whole subset

Guided

Retraining

F1 (%) F1 (%)
Errors

reduction
F1 (%)

Errors
reduction

F1 (%)
Errors

reduction
F1 (%) F1 (%)

Errors
reduction

F1 (%)
Errors

reduction
DRE 93.36 93.35 -0.08% 94.11 11.21% 94.18 12.77% 96.42 96.70 8.06% 96.85 12.10%
Rev 86.38 86.34 -0.67% 88.37 9.45% 91.31 28.74% 95.36 95.87 10.47% 96.69 27.10%

MaMF 94.64 94.54 -1.62% 96.33 28.99% 96.50 32.06% 94.88 96.34 25.95% 96.56 30.33%
MaMP 86.77 82.49 -18.2% 89.13 14.37% 89.84 15.58% 96.29 96.94 13.34% 96.99 14.91%
MalA 86.69 86.24 -3.73% 92.48 42.82% 92.81 45.19% 95.47 97.28 40.03% 97.34 41.06%
MalC 87.81 86.54 -13.02% 89.36 12.94% 92.50 36.71% 95.84 95.55 -4.86% 97.25 33.09%

Overall, our previous observations are con�rmed by the results

reported in Table 4. Guided Retraining outperforms BC, RBC and

RClassic classi�ers and decreases up to 45.19% of the prediction

errorsmade by the state-of-the art malware detectors on the di�cult

test subsets.

4.2.2 RQ2-B: How E�ective Is Guided Retraining in Improving

the Classification on the Whole Test Subset? To assess the detection

performance on the whole test dataset, we leverage Guided Re-

training and the original base classi�ers to classify the di�cult

and easy test subsets respectively. For the experimental compari-

son, we rely on the base classi�ers (i.e., BC) evaluated on the whole

test dataset, and RClassic that is trained on the whole training

dataset. We remind that training RBC on the whole training dataset

is equivalent to BC training. Consequently, we compare Guided

Retraining only to BC and RClassic on the whole dataset and we

report our results in the right part of Table 3.

We observe that Guided Retraining has outperformed RClas-

sic and reduced up to 36.65% of the prediction errors made by the

base classi�ers.

We also present the results of the �ve runs of the experiments

in the right part of Table 4. The detection scores reported in Ta-

ble 4 show that Guided Retraining decreases up to 41.06% of the

prediction errors and outperforms both BC and RClassic on the

whole test dataset.

RQ2 answer: Guided Retraining boosts the detection per-

formance of the base classi�ers. Indeed, it has reduced the

prediction errors made by the base classi�ers by up to 45.19%

on the di�cult test dataset. Furthermore, Guided Retraining

results in higher detection performance than RBC and RClas-

sic classi�ers.

4.3 RQ3: How E�ective Is Guided Retraining

in Improving the Classi�cation
Performance on New Android Apps?

In this section, we evaluate the detection performance of Guided

Retraining in a temporally-consistent scenario. Speci�cally, we

train the base classi�ers on apps that are temporally anterior to the

apps in the test set. Since this setting has been reported to be chal-

lenging for Android malware detectors [3, 34], we assess the added

value of Guided Retraining in enhancing their detection perfor-

mance. We rely on the experimental setup presented in section 3.55,

and we evaluate Guided Retraining against the base classi�ers

on the whole test dataset. We remind that the easy samples are

predicted by the base classi�ers, and Guided Retraining is only

used on the di�cult subset. We report our results in columns 1 and

2 of Table 5.

We observe that Guided Retraining with the hyperparameters

introduced in Section 3.5 (i.e., batch size = (size_data/10) and early

stopping = True) improves the detection performance only for three

approaches. During the training that generates the embeddings, we

observed that many Models do not train for enough epochs due

to the early stopping constraint. Consequently, we investigated

5We note that we increased the number of epochs for MaMaP auxiliary classi�er to
3000 because the di�cult dataset was imbalanced
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Table 5: Evaluation of the performance of Guided

Retraining in enhancing the detection of new Android

malware

Base classi�ers
Guided Retraining

batch size = (size_data/10)
early stopping = True

Guided Retraining

batch size = (size_data/10)
early stopping = False

Guided Retraining

batch size = (size_data/20)
early stopping = False

F1 (%)
# Errors
(FPs + FNs)

F1 (%) Δ�AA
Errors

reduction
F1 (%) Δ�AA

Errors
reduction

F1 (%) Δ�AA
Errors

reduction
DRE 85.31 2032 89.03 -479 23.57% 88.83 -450 22.15% 89.58 -547 26.92%
Rev 89.37 1519 88.80 70 -4.61% 88.64 103 -6.78% 91.42 -230 15.14%

MaMF 92.72 1061 91.84 153 -14.42% 91.94 132 -12.44% 92.19 99 -9.33%
MaMP 91.94 1213 93.30 -194 18.22% 93.33 -224 18.47% 93.39 -233 19.21%
MalA 92.77 1090 93.59 -134 12.29% 93.38 -103 9.45% 93.74 -158 14.50%
MalCO 92.67 1104 92.40 49 -4.44% 92.37 53 -4.80% 93.89 -189 17.12%

two additional settings to help Guided Retraining learn better

representations: (1) We removed the early stopping constraint, (2)

We removed the early stopping constraint and decreased the batch

size to the size of the dataset divided by 20. We present the results

of these two settings in columns 3 and 4 of Table 5.

We observe that only removing the early stopping constraint

does not improve the detection performance. However, decreas-

ing the batch size and removing the early stopping constraint (i.e.,

column 4 of Table 5) results in better classi�ers. Guided Retrain-

ing has reduced the detection errors made by state-of-the-art ap-

proaches by up to 26.92%. For MaMaF, the F1 score is still not

improved. We further investigated the case of MaMaF by increasing

the number of epochs to 4000. This setting has helped the approach

to learn better from the dataset and has increased the F1 score to

93.01%. We remind that in this work, we did not �ne-tune the hyper-

parameters of Guided Retraining. We expect the �ne-tuning to

further reduce the prediction errors of state-of-the-art classi�ers.

RQ3 answer: Guided Retraining improves the detection

performance of state-of-the-art approaches on new Android

malware and reduces their prediction errors by up to 26.92%.

4.4 RQ4: What Is the Impact of the Errors
Thresholds on the Detection Performance of
Guided Retraining?

We now investigate the impact of the parameters X and Y described

in Section 2.3 on the detection performance of Guided Retraining.

We remind that X and Y represent the percentage of FPs and FNs

tolerated in the easy subset, respectively. In the previous experi-

ments, we set their values to 5%, which means we split the datasets

to have only 5% of the FPs and FNs in the easy subsets. To assess

the impact of these two parameters on the detection performance,

we split our datasets into easy and di�cult subsets using the fol-

lowing thresholds: 1%, 2%, 5%, 10%, 15%, and 20%. For each of these

thresholds, we report Guided Retraining errors reduction on the

di�cult test datasets in Table 6. We also report the average error

reduction of the four classi�ers in Table 6. For fair comparison, we

do not consider the speci�c cases of MalScan classi�ers since their

probability thresholds are inferred from a method that is not fully

aligned with the initial publication.

We observe that the impact of X and Y on Guided Retrain-

ing detection performance varies depending on the base classi�ers.

Among the evaluated thresholds, only 2% and 5% have resulted in

improving the detection performance of the four approaches. Addi-

tionally, the value of 5% has enabled the highest errors reduction

and seems to be the best threshold for splitting a dataset into easy

and di�cult subsets. Moreover, the average error reduction shows

that the highest detection performance is achieved when using the

threshold of 5%.

Table 6: The impact of FPs and FNs percentage tolerated in

the easy dataset on the error reduction* of Guided

Retraining

1% 2% 5% 10% 15% 20%

DREBIN 9.11% 10.09% 12.78% 16.76% -12.06% -39.30%

Reveal 34.46% 34.14% 36.69% 37.23% 44.46% 41.08%

MaMaF 33.46% 32.77% 35.20% 33.24% 38.02% 35.78%

MaMaP -1.55% 0.67% 2.03% -10.31% -16.29% -18.25%

Average 18.87% 19.42% 21.67% 19.23% 13.53% 4.83%

* We remind that the highest the error reduction, the best is the detection performance

RQ4 answer: The error thresholds may signi�cantly impact

the detection e�ectiveness of Guided Retraining. Thus, it is

important to carefully choose the value of these thresholds to

achieve the highest detection performance.

5 RELATED WORK

5.1 The Concept of Di�cult Samples

The notion of di�cult or hard samples has been discussed in several

previous works. Researchers have attributed di�erent de�nitions to

this concept depending on its use case. A study [42] has de�ned the

di�cult samples in the context of data imbalance as the samples

that belong to the minority class and overlap with the majority class

in the embedding space. Its authors have proposed a framework

MISO that creates non-overlapping embeddings for the di�cult

samples based on anchor instances. ADASYN [18] is an algorithm

that helps learning from imbalanced datasets by focusing more on

the di�cult samples during synthetic data generation. Speci�cally,

ADASYN relies on a weighted distribution of the minority classes

to generate the synthetic samples. Adaboost [14] is an ensemble

learning technique that combines the predictions of a series of base

learners. The basic idea of this technique is that each algorithm in

the series increases the weights associated with the hard samples

(i.e., samples that are incorrectly predicted) reported by the previous

learner. Focal Loss [26] and Dice Loss [24] have been proposed

to modify the weights associated with the hard/di�cult samples.

The notion of di�cult samples has also been implicitly used in

GANs [17] where the generator is trained to produce adversary

samples that are di�cult to classify by the discriminator.

Ourwork di�ers from these relatedworks by considering di�cult

samples as the instances on which a base classi�er is not con�dent

about their predictions.

5.2 Retraining ML Models

Retraining is a technique that generally aims to improve the de-

tection performance of the model. It has been de�ned and adopted

in various ways in the literature. DeltaGrad [48] is proposed to
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retrain a model by updating its parameters after adding or deleting

a set of training instances. A Neural Network Tree algorithm [53]

has been proposed, which relies on a retraining technique that

updates the weights of the neural networks to minimise the predic-

tion errors. Similarly, retraining using predicted prior time series

data has been proposed to improve the prediction of Anaerobic

digestion [33]. SURE [13] is a partial label learning technique that

is based on self-training. It introduces the maximum in�nity norm

regularisation to generate pseudo-labels for the training samples.

Weighted Retraining [44] is a method that updates the latent space

with new instances and periodically retrains generative models

(e.g., GANs [17]) to improve the optimisation. Model retraining

techniques have also been proposed for medical research [5, 6] and

IoT systems [40].

To tackle the problem of dataset imbalance, a resampling ap-

proach has been proposed to obtain a smaller representative subset

of the negative samples [25]. This method is inspired by hard-

negative mining [12, 16] to select the negative instances that will

be considered during the training. Speci�cally, the resampling tech-

nique learns adversarial weights for the negative samples that are

then leveraged to determine the size of the negative subset. Fi-

nally, a classi�er is trained using both the positive samples and the

selected negative samples.

Since the easy samples are e�ectively predicted by the base

classi�er, our Guided Retraining method targets the di�cult

samples in order to improve their classi�cation and is guided using

the predictions of a base classi�er.

5.3 Android Malware Detection

The literature onAndroidmalware lavisheswith diverse approaches

that aim to detect malicious applications. In addition to the state-

of-the-art approaches that we have presented in Section 3.2, many

ML-based malware detectors [1, 23, 27, 28, 30, 32, 39, 52] that rely

on hand crafted features have been proposed. Recently, image-

based Android malware detection has also become popular due to

its automatic features extraction [9, 10, 21, 41]. With our Guided

Retrainingmethod, we aim to enhance the detection performance

of Android malware detectors and reduce their misclassi�cations.

5.4 Supervised Contrastive Learning for
Malware Detection

Recently, a few studies for malware detection have leveraged Super-

vised Contrastive Learning due to its promising results. IFDroid [49]

is an Android malware family classi�cation approach that relies on

Supervised Contrastive Learning by considering the instances that

belong to the same family as positive samples. Malfustection [29]

is a malware classi�er and Obfuscation detector that is based on

semi-supervised contrastive learning. CADE [51] is a concept drift

detection method that relies on Supervised Contrastive Learning

to map input samples into a low-dimensional space. In our work,

we leverage Contrastive Learning to generate the embeddings of

the di�cult samples. This process is guided using the predictions

of the base classi�er.

6 CONCLUSION

To evade detection, attackers devote time and e�ort to develop ma-

licious software that resemble legitimate programs. Consequently,

many malware are di�cult to distinguish from genuine programs,

and thus manage to make their way into application markets. Real-

world software datasets are not perfectly separable into benign

and malware samples due to the presence of malicious programs

that are very similar to legitimate software and vice versa. These

samples are challenging to malware detectors and require sophisti-

cated techniques to achieve a high detection e�ectiveness. In this

paper, we proposed to split a binary dataset into subsets containing

either easy or di�cult samples. The easy samples are e�ciently

predicted by a base classi�er. For the di�cult samples, we propose

a more advanced technique to better di�erentiate the two classes

(malicious vs benign). Speci�cally, we leverage Supervised Con-

trastive Learning to generate enhanced embeddings for the di�cult

samples. We rely on the predictions of the base classi�er on the

di�cult samples to guide the retraining that generates the new

representations. Then, we train an auxiliary classi�er on the new

embeddings of the di�cult samples. We evaluate our method on

four state-of-the-art Android malware detectors, and we show that

Guided Retraining boosts the detection performance and reduces

the prediction errors by up to 45.19%. We note that our method is

not limited to Android malware detection and can be applied to

other binary classi�cation tasks.

Data Availability:Wemake our code and dataset publicly avail-

able at https://github.com/Trustworthy-Software/GuidedRetraining
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